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Study of Linear Attenuation Coefficient and Buildup Factor of Some Metals at 662 keV and 1332 
keV 
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A B S T R A C T 

The nuclear shielding properties of some metals such as lead, copper, iron, aluminium, and carbon were studied using 3ʺ×3ʺNaI(Tl) scintillation detector 
by the evaluation of shielding parameters such as the linear attenuation coefficient and gamma-ray buildup factor. The linear attenuation coefficient of lead 
is very high compared to the other materials used for the study. The buildup factors of these materials were observed to increase with the increase in the 
thickness of the material. The value of the buildup factor is found to be high at 662 keV and low at 1332 keV.  Moreover, the buildup factors of lead were 
significantly higher than those of other materials investigated in this study. 

Keywords: Linear attenuation coefficient, Buildup factor, Gamma Energy, Compton scattering, NaI(Tl) scintillation detector. 

1. Introduction 

The protective radiation shielding materials play an 
important role in reducing the effect of radiation exposure on 
people in the whereabouts of radiation in agriculture, 
medical fields and scientific fields such as the construction 
of nuclear reactors and research reactors for power 
generation [1]. The radiation shielding properties of the 
materials mainly depend on the radiation attenuation 
coefficient and buildup factor of radiation. The gamma-ray 
buildup factor measures the enhancement of radiation dose 
within a material due to multiple scattering and absorption 
events. It plays an important role in the process of radiation 
shielding and protection. It is also used as a correction factor 
in the calculation of the appropriate thickness of the 
shielding material for the gamma-ray sources [2]. 

The radiation shielding properties of different materials 
were evaluated using parameters such as energy absorption 
coefficients, mass attenuation coefficients and half-value 
layer. Moreover, Beer-Lambert’s law was modified to 
account for the effect of secondary radiations that usually 
occur due to the buildup of photons from the collided part of 
the incident beam. According to this law, the intensity of the 
gamma-rays after passing through an absorber 𝐼 = 𝐼଴𝑒ିఓ௫, 
where 𝐼଴ is the initial intensity of the gamma-rays incident 
on the material of thickness x and µ is the linear attenuation 
coefficient, is under three conditions, which are (i) 
monochromatic radioactive source (ii) thin absorbing 
material (iii) narrow beam geometry. In case any of the three 
conditions has been violated, this law no longer holds. 
However, violation of this law can be maintained using the 
correction factor B, which is known as the buildup factor [3]. 
The modified equation is written as  

I = BI଴eିஜ୶ 

Where B stands for the buildup factors, namely Energy 
Absorption Buildup Factor (EABF) and Exposure Buildup 
Factor (EBF). The modification accounts for the secondary 
radiation effect that commonly occurs because of photon 

buildup from incident beam collection [4].  

Buildup factors of different shielding materials were 
determined to make corrections for energy deposition in 
such materials. Hence buildup factors are crucial for 
accurately predicting radiation interactions within the 
material and designing effective radiation shielding and 
dosimetry systems [5]. Buildup factors can be evaluated by 
using several methods like geometric progression (GP) 
fitting method, invariant embedding method, Taylor’s 
method, Berger’s method, Monte Carlo method, moment 
method and Beer Lambert’s formula etc. However, the 
buildup factor values obtained for the same shielding 
material and the same thickness of the material using 
different formulas are different.  6]. Yinghong Zuo et al. [6] 
have found that the buildup factor values for iron and lead 
materials using Taylor’s formula and Berger’s formula are 
different, but in both cases the buildup factor increases with 
the thickness of the material. They found that the buildup 
factor values for both lead and iron material using Taylor’s 
formula is lower than Berger’s formula and they found that 
the difference between buildup factor values using the two 
formulas are affected by the type of shielding material, 
gamma-ray energy, and the thickness of the material.  

Danial Salehi et al. [7], estimate the energy buildup factor in 
iron using different methods of GP fitting method, invariant 
embedding, a simulation program written by the Monte 
Carlo method to calculate this factor and MCNP4C code in 
the energy range 0.1-10 MeV with penetration depths up to 
25 mfp and the results are compared with the GP fitting 
method. It was found that the effect of coherent scattering is 
considerable for the gamma-ray energy up to about 0.2 MeV 
and the mean free path R≤ 8 mfp. The exposure buildup 
factor values decrease at higher penetration depths and 
energy. Pew Basu et al. [8], have shown the gamma-ray 
buildup factor values based on the Taylor form, the Berger 
form, GP fitting form and ANSI values increase with the 
penetration depth, whereas the trends are different in high Z 
material (lead) compared with the intermediate Z (iron) and 
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low Z (concrete) materials and found that the buildup factor 
values become saturate at the higher thickness, but not in the 
case of iron or concrete. Y S Rammah et al. [9] studied the 
shielding features for three binary alloys series such as: (Pb-
Sn), (Pb-Zn) and (Zn-Sn) and found that the energy buildup 
factor decreases with increased Sn and Zn concentrations for 
all selected alloys using MCNP-5 simulation code for the 
energy between 0.01 and 15 MeV. They concluded that these 
alloys can be used as effective gamma radiation shielding 
materials. Hiwa Mohammed Qadr et al. [10] calculated the 
gamma-ray buildup factor for aluminum, graphite and lead 
using NaI(Tl) detector, and were analyzed by the maestro 
program. It was found that the buildup factor decreases with 
the increase in the thickness of the material and depends 
entirely on the geometry of the experimental setup. 

Murat Kurudirek [16] studied photon buildup factors in 
some dosimetric materials such as water, polystyrene, 
polymethyl methacrylate (PMMA), solid water (WT1), RW3 
(Goettingen water 3), and ABS (acrylonitrile butadiene 
styrene), for MV X-rays and 60Co gamma rays using G-P 
fitting formula for multi energetic sources which is helpful 
for therapy planning or shielding calculations. In all the 
cases the energy absorption buildup factor increases with the 
thickness of the material and decreases with the incident 
gamma-ray energy. 

The penetrating power of gamma-rays is higher than 
alpha and beta radiations. Due to this it can easily pass 
through the human body and results in harmful effects. To 
avoid this highly dense and high atomic number materials 
are often used for protection from harmful gamma 
radiations. The traditionally used shielding material is lead 
because of its high density (11.34 kgm-3) and high atomic 
number (82). However, the use of lead as a shielding 
material is avoided because of its disadvantages like toxicity, 
heaviness, and high production cost.  Therefore, other 
materials such as copper, zinc, aluminium, iron, graphite, tin, 
carbon etc. are used to replace lead. Later, to get good 
attenuation results, composite materials, such as metal-metal 
composites, glass-metal composites, cement composites and 
polymer composites are used [17], [18]. In composite 
materials also lead is used as a prime material, as a filler 
with any matrix materials to get the required attenuation 
[19], [20].   

The present study is an attempt to evaluate the linear 
attenuation coefficient using Beer-Lambert’s law and hence 
the buildup factor using Berger’s formula of some 
conventional shielding materials such as lead, copper, iron, 
aluminium and carbon at 662 keV and 1332 keV using 
3ʺ×3ʺ NaI(Tl) scintillation detector and to prove the 
radiation shielding properties depend on the atomic number 
and density of the materials. 

2. Theory 
2.1 Linear attenuation coefficient 

When a gamma-ray beam of intensity I0 passes through a 
target of thickness x under narrow beam geometry, the 

intensity of the transmitted beam is according to Beer-
Lambert’s law  

I = I଴eିஜ୶                       (1) 

Where “µ” is the linear attenuation coefficient, can be 
evaluated by the relation  

μ =
ଵ

୶
ln ቀ

୍బ

୍
ቁ                      (2) 

In this study, “µ” is calculated from the slope of the 

graph ln ቀ
୍బ

୍
ቁ  Vs the thickness “x” of the sample. 

2.2 Buildup factor:  

Whatever the photon source and the attenuating medium, 
the energy spectrum of the total photon fluence ∅(r, E) at 
some point of interest “r” may be divided into two 
components. The un-scattered component ∅଴(r, E) consists 
of those photons that have reached “r” from the source 
without experiencing any interactions in the attenuating 
medium. The scattered component ∅ ̍ʹ (r, E) consists of 
source photons scattered one or more times, as well as 
secondary photons such as X-rays and annihilation gamma 
rays. Accordingly, the dose or detector response D(r) at the 
point of interest “r” may be divided into un-scattered 
(primary) and scattered (secondary) components D0(r) and 
Ds (r). The buildup factor “B” is defined as the ratio of the 
total dose to the un-scattered dose, i.e.,  

B(r) =
ୈ(୰)

ୈబ(୰)
= 1 +

ୈ౩(୰)

ୈబ(୰)
                       (3) 

The general form of Berger’s formula is 

B = 1 +
(ஜ୶ିଵ)(ଵିୣషಔ౮)

ஜ୶
          (4) 

Where “µ” is the linear attenuation coefficient, and “x” is 
the thickness of the sample. This formula can be more 
complex depending on the specific conditions, such as the 
type of material and the energy of the photons. Variants of 
the formula may include additional terms or correction 
factors to account for different scattering phenomena and 
material properties [10]. 

3. Experimental study 
3.1 Materials  

Experiments on gamma ray shielding properties of some  

metals were conducted using 3ʺ×3ʺ NaI(Tl) detector with 
good geometrical arrangement at the Centre for Application 
of Radioisotope and Radiation Technology (CARRT), 
Mangalore University, Mangalore by using lead, copper, 
iron, aluminium and carbon slabs of dimension 10cm × 10 
cm × 0.2 cm as radiation shielding materials at 662 keV 
(Cs137) and 1332 keV (Co60) gamma-ray energy.  

3.2 Experimental setup 

For the study of radiation shielding properties, such as 
linear attenuation coefficient “µ” and hence the buildup 
factor “B”, a good geometrical arrangement was used by 
using collimators of size 8 mm and 2.5cm at the radioactive 
source assembly and detector assembly respectively. Fig. 1 
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is the schematic diagram of NaI(Tl) scintillation detector 
used for the study. The source assembly consists of seven 
cylindrical lead blocks of thickness 5 cm and outer diameter 
of 12 cm. Two of them with an inner diameter of 2.5 cm are 
used to place the radioactive source. Three of them are used 
to cover the back surface of the source to avoid the leakage 
of harmful radiation. To get a well-collimated beam of 
radiation, one of the lead blocks of diameter 8 mm is used as 
a collimator and one is used to cover the source when the 
experiment is not conducted. 

Fig. 1. Schematic diagram of NaI(Tl) detector 

 
Fig.2. Bad geometry of the experimental set up  

 

Fig. 3 Good geometry of the experimental set up. 

The detector assembly is composed of five cylindrical 
lead rings of thickness 3.5 cm and an outer diameter of 16 
cm. Four of them of inner diameter 9 cm are used to cover 
NaI(Tl) detector coupled with a photomultiplier tube, 
amplifier, and MCA, and one of them of inner diameter 2 cm 
is used as a collimator. The detector is connected to a PC 
with the Win TMCA 32 software package. The source 

collimator, the target, and the detector collimator are along 
the same line, representing the good geometry of the 
experimental setup [2]. Fig. 2 shows the bad geometry 
(without collimators), and Fig. 3 shows the good geometry 
(with collimators) of the experimental setup. 

In the present study, some materials like lead, copper, 
iron, aluminium and carbon were taken in the form of 
rectangular sheets of dimension 10 cm × 10 cm × 0.2 cm as 
radiation shielding materials to investigate their shielding 
properties, such as the linear attenuation coefficient and 
hence the buildup factor at 662 keV and 1332 keV gamma 
energy. The sample is placed on the target stand with the 
support of a polyester slab, which is not a good absorber of 
radiation. Each measurement was taken for 2000 seconds 
with four trials to reduce the experimental error by 0.5. 

4. Results and discussion 

In the present study, the linear attenuation coefficient of 
some common shielding materials like lead, copper, iron, 
aluminium and carbon was evaluated by plotting the graph 

of ln 
ூబ

ூ
 vs the thickness of the material according to the 

relation (2). The slope of the curve is equal to the linear 
attenuation coefficient of the absorber. The linear attenuation 
coefficient of the shielding material used for the study is 
entered in Table 1. It was observed that the value of µ 
depends on the density 𝜌 and atomic number Z of the 

materials, according to the equation μ =
஢ ୒ఽ஡୞ 

୑
, where 𝜎 is 

the scattering cross-section per electron of the material, NA is 
the Avogadro number, and M is the atomic weight of the 
material. As the density decreases, the linear attenuation 
coefficient “µ” decreases. Also, it was observed that the 
value of “µ” increases with the increase in the atomic 
number of the target material. Further, Fig. 4 shows clearly 
that the value of “µ” is high at a lower energy 662 keV, and 
low at higher energy 1332 keV, i.e., “µ” increases with the 
decrease in the gamma-ray energy [11].  

These observations reveal that, among the radiation 
shielding materials used for the study, lead has good 
radiation shielding properties because of its high atomic 
number and density. Further study of the buildup factor of 
the shielding materials is necessary to prove the good 
geometrical arrangement, which is essential for the 
attenuation of high energy gamma radiations, and to decide 
the good shielding material.  

Table 1: Linear attenuation coefficient “µ” of different radiation shielding 
materials  

Radiation 
shielding 
material 

Density 
kgm-3 

Atomic 
No. 
Z 

Linear attenuation coefficient µ cm-

1 

662 keV 1332 keV 

Lead 11.34 82 0.6146±0.0059 0.3773±0.0041 

Copper 8.94 29 0.3464±0.0102 0.2892±0.0047 

Iron 7.85 26 0.3045±0.0084 0.2851±0.0142 

aluminium 2.7 13 0.0927±0.0002 0.0796±0.0006 

Carbon 2.26 6 0.0307±0.0002 0.0247±0.0002 

radioactive 
source  

sample 

3ʺ x 3ʺ NaI(Tl) 
detector 

PC 

Source NaI(Tl) detector 
Sample 

Lead blocks 

22 cm 22 
cm 44 cm 

Source NaI(Tl) detector 
Sample 

Lead blocks 
Collimators 
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Fig.4 Linear attenuation coefficient values of lead, copper, iron, 

aluminium and carbon at 662 keV and 1332 keV gamma energies. 

Fig. 5 shows the variation of buildup factor with the 
thickness of the shielding materials used for the study such 
as lead, copper, iron, aluminium and carbon. As the sample 

thickness increases, the buildup factor increases at both 
energies. This is primarily attributed to the increased 
interaction between gamma photons and the material. As the 
penetration depth increases, more Compton scattering events 
occur, leading to the generation of a larger number of lower-
energy photons. At lower penetration depths, the pair 
production process is pre-dominated, resulting in an 
electron-positron pair, these particles may escape from the 
material or, after multiple collisions within the material, 
come to rest and further annihilate. With the increase in the 
penetration depth, the secondary gamma rays contribute to 
the rise in intensity of the primary gamma rays [12]. 

Fig. 6 shows the variation of buildup factor at 2, 4, and 6 
cm thickness of the sample for 662 keV and 1332 keV 
gamma energy. It indicates that the buildup factor value is 
higher for lead, and it has a very low value for carbon. Since 
the Energy Buildup Factor values are directly proportional to 
୞రషఱ

୉యషర. This shows that as the atomic number of the material 

increases, its  buildup factor increases [12].

 

Fig.5: Variation of buildup factor with the thickness of (a) lead (b) copper (c) iron(d) aluminium and (e) carbon at 662 keV and 1332 keV of gamma 
radiations.  

Cu Pb 

Al Fe 

C 
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Fig. 6: Variation of buildup factor of lead, copper, iron, aluminium, and carbon at 662 keV and 1332 keV with the increased thickness of the material. 

 
Fig. 7:  Buildup factor at 4 cm thickness of different radiation shielding 

materials at 662 keV and 1332 keV. 

Fig. 7 indicates the value of buildup factor is high at low 
energy (662 keV) and low at high energy (1332 keV) at 4 cm 
thickness of the radiation shielding materials. This is due to 
the fact that at the intermediate energy range of 0.15 -0.8 
MeV, the buildup factor values are high for a given 
penetration depth due to the dominance of the Compton 
effect. This contributes to the degradation of photon energy 
and fails to remove a photon completely. Because of 
multiple scattering of photons, they exist for a longer time in 
a material, which leads to a higher value of the buildup 
factor. Further, at energies greater than 1MeV, the pair 
production process dominates over the Compton effect and 
hence the buildup factor values decrease at higher energies 
[12,13]. Also, it was observed that the value of buildup 
factor is nearly equal to unity, indicating the good geometry 
of the experimental setup. This is due to the dominance of 
absorption over the scattering of gamma photons [14,15]. 

5. Conclusion 

The linear attenuation coefficient “µ” and the buildup 
factor “B” of some conventional shielding materials like 
lead, copper, iron, aluminium and carbon were evaluated at 
662 keV and 1332 keV gamma radiations. It was found that 
both the values of “µ” and “B” increase with the increase in 
density and the atomic number of the material, and decrease 

with the increase in the energy of the gamma-rays. Further, it 
was found that ‘B’ increases with the thickness of the 
shielding material, and its value is nearly equal to unity, 
which indicates the good geometrical arrangement was used 
for the study. These results conclude that among the 
conventional shielding materials used for the study, lead is a 
good shielding material, whereas carbon has a feeble 
shielding ability, and hence it proves the shielding 
performance of the material depends on its atomic number 
and density. 
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A B S T R A C T    

This work successfully utilized grey relational optimization in conjunction with the standard deviation objective weighting approach to improve various 
response parameters in a microchannel heat sink with pin fins, including: the surface Nusselt number and total surface heat flux. Six process parameters 
were chosen for the simulation research of the open microchannel heat sink with pin fins based on the L-27 orthogonal array. These parameters are heat 
sink length (L), heat sink width (W), number of fins (N), fin height (a), base height (b) and fin thickness (d). The surface Nusselt number and total surface 
heat flux were selected as the output parameters. This work aids in understanding the effect of various parameters on the open microchannel heat sink with 
pin fins. The standard deviation objective weighting - grey relational optimization method optimized the process parameters. ANSYS Fluent software was 
utilized to simulate the entire open microchannel heat sink with pin fins according to the L-27 orthogonal array. The optimal configuration for the process 
parameters was determined to be a heat sink length of 80 mm, width of 100 mm, 5 fins, fin height of 30 mm, base height of 8 mm and fin thickness of 2 mm. 
Among these parameters, the number of fins was found to be the most influential factor, followed by base height, fin thickness, width of the heat sink, fin 
height, and length of the heat sink. The findings indicate that these parameters play a critical role in the thermal performance optimization of microchannel 
heat sinks. 

Keywords: Microchannel heat sink, Grey relational optimization, Surface heat flux, Surface Nusselt number, optimization  
 

1. Introduction 

Electronic devices generate significant heat during 
operation. This heat needs efficient management to prevent 
overheating and ensure reliable performance. Micro-
channel heat sinks (MCHS) with pin fins are a promising 
technology for thermal management due to their high 
surface area and efficient heat transfer capabilities. The 
movement toward smaller, more durable electronics has 
completely changed how consumers interact with 
technology in today's fast-paced market. Daily demand for 
miniaturization is rising across a wide range of devices 
from laptops and cellphones to automotive and medical 
equipment [1]. In today's rapidly evolving industry, the 
trend towards smaller and more durable electronic products 
is significantly changing how consumers interact with 
technology. This shift is evident in various sectors, 
including: smartphones, laptops, automotive systems and 
medical devices. The demand for the miniaturization is 
increasing as consumers seek more compact, robust and 
efficient devices that offer enhanced functionality and 
convenience. This trend towards smaller, more resilient 
technology is reshaping the design and manufacturing 
processes across multiple industries [2]. While 
technological advancements open up numerous 
opportunities, they also bring certain challenges. The 
significant miniaturization of energy systems and 
electronic devices requires the precise arrangement of 
complex components within a limited space. This compact 
design leads to higher densities of electronic components, 
which in turn generate substantial heat flow and create hot 
spots. Effective heat management becomes crucial to 
maintain the performance and longevity of modern 
electrical equipment. Without adequate cooling, these 
devices can overheat leading to reduced efficiency, 

potential failures, and shorter lifespans. The need for 
internal cooling systems in miniaturized devices is 
paramount. These cooling systems must be highly efficient 
and capable of dissipating heat effectively in a confined 
space. Engineers and designers are constantly innovating to 
develop advanced cooling solutions, such as: microchannel 
heat sinks, heat pipes, and phase-change materials. These 
technologies help manage the thermal load and ensure the 
reliable operation of electronic devices [3]. Microchannel 
heat sinks (MCHSs) have demonstrated significant 
potential for addressing these thermal management 
challenges.  Researchers' attention has been drawn to 
microchannel heat sinks (MCHSs), a type of liquid-cooling 
heat sink that has replaced standard air-cooling heat sinks 
by exhibiting desirable performance in addition to compact 
design [4, 5]. Over time, extensive research has been 
conducted to enhance the hydrothermal performance of 
microchannel heat sinks (MCHS) by implementing various 
innovative strategies. These strategies include, modulating 
the pin-fin arrangements, altering fin shapes, adjusting fin 
spacing and fin tip clearance. Through these diverse 
approaches, researchers aim to optimize the design and 
operation of MCHS, ultimately achieving greater efficiency 
in thermal management for applications ranging from 
electronics cooling to industrial processes [6]. 
Technological developments bring about endless 
opportunities, but they also have drawbacks. An optimal 
arrangement of complex components within a limited space 
is essential for the aggressive miniaturization of energy 
systems and electronic devices [7]. This frequently raises 
the component's operating temperature and results in a 
notable increase in heat fluxes produced per unit volume 
[8]. Elevated temperatures have been linked to shorter 
lifespans, decreased efficiency and a higher chance of 
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component malfunction. Therefore, in order to ensure the 
consistent and reliable operation of these devices, it is 
imperative to evacuate the surplus heat effectively. The 
pursuit of developing a sophisticated cooling technique to 
address thermal management issues in electronic equipment 
has become increasingly consequential for engineers [9]. 
MCHSs have emerged as a highly effective solution for 
managing thermal imbalances and enhancing the 
performance of miniature systems. Their design and 
functionality offer significant advantages over traditional 
cooling methods, especially in applications where space is 
limited and efficient heat dissipation is critical [10].  
Electronic devices generate significant heat during operation. 
This heat needs efficient management to prevent overheating 
and ensure reliable performance. MCHS with pin fins are a 
promising technology for thermal management due to their 
high surface area and efficient heat transfer capabilities [11]. 
In today's quickly changing market, the transition to smaller 
and more durable electronic items has altered how customers 
interact with technology. Whether it's smartphones, 
computers, automotive systems or medical gadgets, the 
desire for downsizing is always expanding [12]. While 
technological advancements create numerous opportunities, 
they also come with certain challenges. The growing 
downsizing of energy systems and electronic gadgets 
involves the careful grouping of complicated components 
inside a limited space[13]. The functionality of 
contemporary electrical equipment depends on efficient heat 
management. Internal cooling systems are required because 
to the rapid heat flow and hot spots caused by the high-
density integration of electronic components [2]. These 
advanced cooling devices are designed to efficiently manage 
heat in compact electronic systems where space and cooling 
efficiency are critical [14]. Microchannel heat sinks 
represent a significant advancement over traditional air-
cooling heat sinks. Unlike their air-cooled counterparts, 
which rely on air flow to dissipate heat, MCHSs utilize 
liquid cooling. This shift from air to liquid cooling is driven 
by the superior thermal conductivity of liquids, which allows 
MCHSs to achieve more effective heat removal in a smaller 
footprint. Researchers have increasingly focused on MCHSs 
due to their ability to handle high thermal loads while 
maintaining a compact and lightweight design. This makes 
them particularly suitable for applications in modern 
electronics, where devices are becoming more powerful and 
densely packed. Their small size and efficient heat transfer 
capabilities make them ideal for use in environments with 
limited space, such as in high-performance computing 
systems, aerospace applications, and compact consumer 
electronics. Traditionally, experienced technicians chose 
parameters by trial and error, which was time and money 
intensive for each new welded product to match the specified 
requirements of the welded joint. Several researchers have 
used single-quality characteristic analyses to overcome these 
difficulties. The single-objective approach consists entirely 
of simplifications of the genuine situation. Open micro-
channel heat sink with pin fins processes the heat sink's 
length, breadth, number of fins, fin height, base height, and 

fin thickness to maximize heat transmission. All of these 
process factors have the potential to alter the quality and 
attributes of the weld. It is difficult to discover the ideal 
design of open micro-channel heat sink with pin fins process 
parameters by employing single objective optimization 
approaches such as ANOVA [15], response surface 
optimization [16], Taguchi method [7], thus, the total heat 
transfer rate is represented by many quality characteristics. 
To improve welding characteristics under ideal process 
circumstances, it is necessary to investigate the multi-
objective optimization strategy. Then, using grey relational 
analysis (GRA), a correlation between the process's quality 
attributes in these situations is established [17, 18].  

While previous studies have focused on optimizing 
various aspects of MCHS with pin fins, this research 
introduces a novel approach by integrating the standard 
deviation objective weighting method with the GRA-based 
Taguchi method. This combination allows for a 
comprehensive multi-objective optimization that has not 
been systematically explored in the literature. Many 
researchers have concentrated on optimizing open 
microchannel heat sinks with pin fins, recognizing their 
importance in enhancing thermal performance and 
efficiency in compact systems. These optimizations 
typically aim to balance various factors, such as heat 
dissipation efficiency and structural design, to achieve 
optimal performance. However, despite the extensive 
research in this area, there has been a notable lack of 
systematic studies that combine specific optimization 
techniques for comprehensive multi-objective analysis. 
Specifically, there has not been a detailed integration of the 
standard deviation objective weighting method with the 
GRA-based Taguchi method for optimizing open 
microchannel heat sinks with pin fins. The standard 
deviation objective weighting method is a technique used 
to assign weights to different response variables based on 
their variability. This method helps prioritize responses 
with higher variability or greater significance, ensuring that 
the optimization process accounts for the most critical 
performance metrics. In the context of heat sinks, this 
might involve weighting factors such as: thermal 
performance, reliability and cost. In this paper, we 
investigate the use of both the standard deviation objective 
weighting approach and the GRA-based Taguchi method to 
solve multi-criteria optimization problems in open 
microchannel heat sinks with pin fins. By combining these 
technologies, we hope to improve important performance 
metrics including: total surface heat flow and the Nusselt 
number. 

2. Numerical Analysis 

The open microchannel heat sinks with pin fins were 
numerically analyzed using ANSYS Fluent 24.0. The 
following are the governing equations for every element in 
the finite element formulation: The equation 1 for 
momentum conservation is as follows: 

                                     𝜌𝜓ሬ⃗ ⋅ ∇𝑣⃗ = 𝜇∇ଶ𝑣⃗ − ∇𝑃    (1) 
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Fig. 1. Temperature Contours (a) - L90W90N15a10b4d1.5, (b) - L90W90N15a10b6d2, (c) - L90W90N15a10b8d1, (d) - L80W80N5a10b4d1,  
(e) - L80W80N5a10b8d2, (f) - L80W80N5a10b6d1.5, (g) - L90W80N10a30b4d1.5, (h) - L90W80N10a30b6d2, (i) - L90W80N10a30b8d1 
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Equation 2 for mass conservation or continuity is provided 
as: 

                              ∇ ⋅ (𝜌𝑣) = 0                  (2) 

Here, “ρ” is the density of the fluid and “υ” is the velocity 
vector of the flow field. 

Energy conservation equation 3 for fluid is given as: 

       𝜌𝐶௣𝛻 ⋅ (𝑣⃗𝑇) = 𝑘௙𝛻ଶ𝑇           (3) 

The energy conservation equation 4 for the solid is 
expressed as: 

      𝛻ଶ𝑇 = 0           (4) 
Table 1.  Properties of working fluids  

 ρ  (kg/m3) Cp (J/kgK) μ (pa.s) 

Air 998 4182 0.001 

Numerical simulations are done for 27 cases as 
orthogonal array of different geometrical arrangements as 
per Table 2. Total surface heat flux and surface Nusselt 
number has been evaluated on fluent and tabulated on 
Table 3 

2.1 Design of Experiment (DOE) 

In this study, length of the heat sink (L), Width of the 
heat sink (W), No of fins (N), Fin height (a), Base height 
(b), and Fin thickness (d) were selected as process 
parameters of the open micro-channel heat sink with pin 
fins. Table 2 displays these process parameters together 
with their respective levels. As a result, 729 combinations 
of 3 × 3 × 3 × 3× 3× 3 were taken into account. But only 
nine combinations of the samples could produce findings 
with the same level of confidence as if they were taken into 
consideration individually, according to Taguchi's L-27 
orthogonal array [32]. A Taguchi orthogonal array was 
made using Minitab-23's design of the experiment 
approach, and Table 3 displays the DOE. 

Table 2: Process parameters and their levels 

Parameters  Level 1 Level 2 Level 3 

Length of the heat sink 
(L), mm 

80 90 100 

Width of theheat sink 
(W), mm 

80 90 100 

No of fins (N) 5 10 15 

Fin height (a), mm 10 20 30 

Base height (b), mm 4 6 8 

Fin thickness (d), mm 1 1.5 2 

3. Standard Deviation Objective Weighting Method 

The standard deviation objective weighting method is a 
technique used in multi-objective optimization to 
determine the relative importance of various objectives 
based on their variability. This method assigns weights to 
different objectives by evaluating their standard deviations, 
thus allowing for a balanced consideration of their impact 
on the overall optimization process. Each criterion's weight 
(

jw ) was evaluated using the standard deviation objective 

weighing technique [19, 20].  This method provides a 
structured approach to multi-objective optimization by 
focusing on the relative importance of each objective based 
on its variability. This method facilitates a balanced and 
effective optimization strategy, leading to more robust and 
well-considered solutions. The performance defining criteria 
(PDC) are crucial in evaluating and optimizing various 
response variables 

Table 3. Design of Experiment according to L-27 orthogonal array 

S.No. Length 
of the 
heat sink 
(L) 

Width 
of the 
heat 
sink 
(W) 

No of 
fins 
(N) 

Fin 
height 
(a) 

Base 
height 
(b) 

Fin 
thickness 
(d) 

1 80 80 5 10 4 1 

2 80 80 5 10 6 1.5 

3 80 80 5 10 8 2 

4 80 90 10 20 4 1 

5 80 90 10 20 6 1.5 

6 80 90 10 20 8 2 

7 80 100 15 30 4 1 

8 80 100 15 30 6 1.5 

9 80 100 15 30 8 2 

10 90 80 10 30 4 1.5 

11 90 80 10 30 6 2 

12 90 80 10 30 8 1 

13 90 90 15 10 4 1.5 

14 90 90 15 10 6 2 

15 90 90 15 10 8 1 

16 90 100 5 20 4 1.5 

17 90 100 5 20 6 2 

18 90 100 5 20 8 1 

19 100 80 15 20 4 2 

20 100 80 15 20 6 1 

21 100 80 15 20 8 1.5 

22 100 90 5 30 4 2 

23 100 90 5 30 6 1 

24 100 90 5 30 8 1.5 

25 100 100 10 10 4 2 

26 100 100 10 10 6 1 

27 100 100 10 10 8 1.5 

in a multi-objective optimization problem. These criteria are 
derived based on the weights assigned to each response, 
reflecting their relative importance. The process involves 
several detailed steps to ensure accurate and balanced 
assessment of performance metrics. The PDC for each 
response were derived using their weight. The first step is to 
create a preliminary decision matrix with six process 
parameters and 27 simulations. Next, using Equation 5, the 
decision matrix is normalized following the computation of 
the best and worst values for each process parameter. 
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Where  ijX 
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design for the jth response. Correlation and standard 
deviation coefficients were calculated using Minitab 24. 
These coefficients were then employed to evaluate 

information production. The weight ( ξ j ) for each 

condition was subsequently calculated using Equation 3. 
Table 3 illustrates that the PDC for all responses were 
established based on these weights. 
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Table 3: Performance Defining Criteria (PDCs) 

S.
# 

Performance-defining criteria (PDC) Impact on PDC 

1 Total Surface Heat Flux 
[W/m^2] 

0.5 PDC-1 Higher the better 

2 Surface Nusselt Number 
(Nu) 

0.5 PDC-2 Higher the better  

4. Hybrid Gray Relational Methodology 
4.1 S/N ration 

The signal-to-noise (S/N) ratio is a critical metric in 
optimization, particularly within the context of robust 
design and quality engineering. It is extensively used in the 
Taguchi method for experimental design to improve the 
quality and performance of products and processes by 
minimizing the effects of uncontrollable variability. Based 
on their characteristics, three types of S/N ratios are used: 
smaller-the-better, larger-the-better and nominal-the-best. 
In this study, total surface heat flux and surface Nusselt 
number are considered, with higher values being preferred. 
There are three main types of S/N ratios used in 
optimization, each suited for different types of response 
variables: 

SN ratio for “lager is better”  

  
21

1 1
10 (

n

L i i
SN log

n y
                (7) 

SNs ratio for "smaller is better"  

2

1
10

n i
s i

SN log y


                     (8) 

SNn ratio for "nominal is better"  

10 log10 (   / )nSN Square of mean variance    (9) 

4.2 Normalisation of S/N ratio 

Normalization is necessary to bring different units and 
scales of the criteria to a comparable level. The 
normalization formula depends on the type of criterion.  

Larger-the-better 

         
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4.3 Deviation sequence 

The deviation sequence can be represented as [9] 

     * *
0 0    i kk y m y m                           (13) 

4.4 Calculate the Grey Relational Coefficient (GRC) 

The GRC quantifies the relationship between the ideal 
(best) and actual normalized values. It is calculated using 
the formula:[21] 

      𝝃𝒊𝒋 =
𝚫𝒎𝒊𝒏ା𝜻𝚫𝒎𝒂𝒙

𝚫𝒊𝒋ା𝜻𝚫𝒎𝒂𝒙
   (14) 

 ξij is the GRC for the ith criterion and jth alternative. 

4.5 Compute the Grey Relational Grade (GRG) 

The GRG aggregates the GRCs to provide an overall 
performance score for each alternative. It is computed 
using [21]. 

 
1

1
  

n

i i
k

k
n

 


                 (15) 

5. Optimization using GRA method 

The simulations were performed using the L-27 
orthogonal array. Figure 2 shows graphs of total surface 
heat flux. Table 4 displays the total surface heat flux and 
surface Nusselt number recorded for all 27 simulation sets. 

Equation 10 was used to obtain the normalized S/N 
ratio for total surface heat flux, and Table 5 displays the 
surface Nusselt number.
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Fig. 2 (a) Total surface heat flux plot for all experiments 

 
Fig. 2 (b) Surface Nusselt Number for all experiment 

Table 4: Simulation Results 

Input Process Parameters Response 

S. No. Length of the 
heat sink (L) 

Width of the 
heat sink (W) 

No of fins 
(N) 

Fin height 
(a) 

Base 
height (b) 

Fin thickness  (d) Total Surface Heat Flux 
[W/m^2] 

Surface Nusselt 
Number 

1 80 80 5 10 4 1 33.95096 21.72327 

2 80 80 5 10 6 1.5 30.1703 19.40953 

3 80 80 5 10 8 2 54.15893 32.53679 

4 80 90 10 20 4 1 35.3542 32.97963 

5 80 90 10 20 6 1.5 42.72831 31.12578 

6 80 90 10 20 8 2 49.84818 28.23629 

7 80 100 15 30 4 1 53.91737 31.11047 

8 80 100 15 30 6 1.5 50.86978 26.96261 

9 80 100 15 30 8 2 37.41472 28.3549 

10 90 80 10 30 4 1.5 28.00394 18.06982 

11 90 80 10 30 6 2 29.11692 18.58572 

12 90 80 10 30 8 1 24.28777 24.28777 

13 90 90 15 10 4 1.5 30.73066 19.74369 

14 90 90 15 10 6 2 30.41855 19.25404 

15 90 90 15 10 8 1 29.49225 18.93596 

16 90 100 5 20 4 1.5 35.42092 22.80109 

17 90 100 5 20 6 2 29.11692 18.58572 

18 90 100 5 20 8 1 20.90134 13.41547 

19 100 80 15 20 4 2 30.59097 19.55782 

20 100 80 15 20 6 1 30.59679 23.76713 

21 100 80 15 20 8 1.5 29.58593 18.58089 

22 100 90 5 30 4 2 32.25954 14.00099 

23 100 90 5 30 6 1 34.93172 22.12668 

24 100 90 5 30 8 1.5 28.32795 18.79545 

25 100 100 10 10 4 2 20.45325 19.30592 

26 100 100 10 10 6 1 30.6277 24.99635 

27 100 100 10 10 8 1.5 49.61141 20.47484 

0
10
20
30
40
50
60

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

T
ot

al
 S

ur
fa

ce
 H

ea
t F

lu
x 

[W
/m

^2
]

Simulation No.

0
5
10
15
20
25
30
35

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

S
ur

fa
ce

 n
us

se
lt

 N
um

be
r 

Simulation Number 



S.S. Raza et al. / The Nucleus 61, No. 2 (2024) 69-78 

 75

Table 5:  Normalise  S/N ratio of response. 

S. No. Length of the 
heat sink (L) 

Width of the 
heat sink (W) 

No of fins (N) Fin height (a) Base height 
(b) 

Fin 
thickness  

(d) 

Normalize Total 
Surface Heat Flux 

Normalize  
Surface Nusselt 

Number 

1 80 80 5 10 4 1 0.400458 0.575356 

2 80 80 5 10 6 1.5 0.288291 0.69362 

3 80 80 5 10 8 2 1 0.022635 

4 80 90 10 20 4 1 0.44209 0 

5 80 90 10 20 6 1.5 0.66087 0.094758 

6 80 90 10 20 8 2 0.872106 0.24245 

7 80 100 15 30 4 1 0.992833 0.09554 

8 80 100 15 30 6 1.5 0.902416 0.307553 

9 80 100 15 30 8 2 0.503223 0.236388 

10 90 80 10 30 4 1.5 0.224018 0.762098 

11 90 80 10 30 6 2 0.257039 0.735729 

12 90 80 10 30 8 1 0.113765 0.444275 

13 90 90 15 10 4 1.5 0.304916 0.67654 

14 90 90 15 10 6 2 0.295656 0.701568 

15 90 90 15 10 8 1 0.268174 0.717826 

16 90 100 5 20 4 1.5 0.44407 0.520265 

17 90 100 5 20 6 2 0.257039 0.735729 

18 90 100 5 20 8 1 0.013294 1 

19 100 80 15 20 4 2 0.300772 0.686041 

20 100 80 15 20 6 1 0.300945 0.470887 

21 100 80 15 20 8 1.5 0.270954 0.735976 

22 100 90 5 30 4 2 0.350276 0.970072 

23 100 90 5 30 6 1 0.429556 0.554736 

24 100 90 5 30 8 1.5 0.233631 0.725008 

25 100 100 10 10 4 2 0 0.698916 

26 100 100 10 10 6 1 0.301862 0.408057 

27 100 100 10 10 8 1.5 0.865081 0.639168 

The GRC was calculated using Equation 14. This 
coefficient quantifies the degree of similarity between the 
ideal (or reference) solution and the actual data for each 
response variable. To compute the GRC, the deviations 
between the reference values and the observed values are 
first assessed. The weight for each response, denoted as ( ξ) , 

was obtained from Table 3. These weights were determined 
using the standard deviation objective weighting method, 
which evaluates the relative importance of each response 
based on its variability. The calculated weights are detailed 
in Table 7, reflecting the contribution of each response to the 
overall optimization process. 

The GRG for each alternative was calculated using 
Equation 15. This calculation involves aggregating the 
GRCs for each response variable to derive an overall 
performance score for each alternative. The GRG provides a 
comprehensive measure  

 

 

of how closely each alternative aligns with the ideal solution 
across all criteria. The results of these calculations, including 
the GRG values and their corresponding rankings, are 
presented in Table 8. This table summarizes the performance 
scores for each alternative, allowing for a clear comparison 
and ranking based on the aggregated Grey Relational 
Grades. 

The mean GRC for the length of the heat sink, spanning 
stages 1 to 9, was calculated by averaging the GRC values 
from three simulation ranges: simulations 1 to 9, 9 to 18, and 
18 to 27. The results are presented in Table 9, which 
displays the GRA grade responses. This table provides a 
detailed view of the GRC averages and their implications for 
the optimization process. 

Table 6 displays the deviation sequence, which was 
calculated for each simulation attempt using equation 13. 
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Table 6: The deviation sequences for all experiments 

Exp. No. ∆0i(1) ∆0i(2) 

1 0.599542 0.424644 

2 0.711709 0.30638 

3 0 0.977365 

4 0.55791 1 

5 0.33913 0.905242 

6 0.127894 0.75755 

7 0.007167 0.90446 

8 0.097584 0.692447 

9 0.496777 0.763612 

10 0.775982 0.237902 

11 0.742961 0.264271 

12 0.886235 0.555725 

13 0.695084 0.32346 

14 0.704344 0.298432 

15 0.731826 0.282174 

16 0.55593 0.479735 

17 0.742961 0.264271 

18 0.986706 0 

19 0.699228 0.313959 

20 0.699055 0.529113 

21 0.729046 0.264024 

22 0.649724 0.029928 

23 0.570444 0.445264 

24 0.766369 0.274992 

25 1 0.301084 

26 0.698138 0.591943 

27 0.134919 0.360832 

ξ  0.5 0.5 

 

Table 7: Grey Relational Coefficient for the response. 

Exp. 
No. 

GRC for Surface Heat 
Flux  

GRC for Surface Nusselt 
Number 

1 0.454734765 0.540748929 

2 0.412640362 0.620055445 

3 1 0.338440467 

4 0.472630033 0.333333333 

5 0.595854944 0.35581055 

6 0.79631315 0.397598639 

7 0.985869119 0.356008727 

8 0.836701929 0.419305897 

9 0.501616615 0.395691079 

10 0.391855168 0.677597031 

11 0.402265198 0.654218044 

12 0.360689157 0.473608033 

13 0.418380679 0.60719425 

14 0.415163928 0.626227558 

15 0.405901623 0.639244229 

16 0.473516066 0.510341937 

17 0.402265198 0.654218044 

18 0.336313989 1 

19 0.41693488 0.614281306 

20 0.416994913 0.485855222 

21 0.40681951 0.654429336 

22 0.434886939 0.943523635 

23 0.467095826 0.528952856 

24 0.394829651 0.64516831 

25 0.333333333 0.624154659 

26 0.417314045 0.457899176 

27 0.787502597 0.580833614 

Table 8: The calculated Grey relational grade and its order 

S. No. Length of the heat 
sink (L) 

Width of the heat 
sink (W) 

No of fins 
(N) 

Fin height 
(a) 

Base height 
(b) 

Fin thickness  
(d) 

GRG Rank 

1 80 80 5 10 4 1 0.497742 19 

2 80 80 5 10 6 1.5 0.516348 15 

3 80 80 5 10 8 2 0.66922 4 

4 80 90 10 20 4 1 0.402982 27 

5 80 90 10 20 6 1.5 0.475833 22 

6 80 90 10 20 8 2 0.596956 7 

7 80 100 15 30 4 1 0.670939 3 

8 80 100 15 30 6 1.5 0.628004 6 

9 80 100 15 30 8 2 0.448654 24 

10 90 80 10 30 4 1.5 0.534726 8 

11 90 80 10 30 6 2 0.528242 10 

12 90 80 10 30 8 1 0.417149 26 

13 90 90 15 10 4 1.5 0.512787 17 

14 90 90 15 10 6 2 0.520696 13 

15 90 90 15 10 8 1 0.522573 12 

16 90 100 5 20 4 1.5 0.491929 20 

17 90 100 5 20 6 2 0.528242 10 

18 90 100 5 20 8 1 0.668157 5 
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19 100 80 15 20 4 2 0.515608 16 

20 100 80 15 20 6 1 0.451425 23 

21 100 80 15 20 8 1.5 0.530624 9 

22 100 90 5 30 4 2 0.689205 1 

23 100 90 5 30 6 1 0.498024 18 

24 100 90 5 30 8 1.5 0.519999 14 

25 100 100 10 10 4 2 0.478744 21 

26 100 100 10 10 6 1 0.437607 25 

27 100 100 10 10 8 1.5 0.684168 2 

The significance of each factor in influencing the GRG 
was determined by ranking the process parameters. The 
ranking is as follows: Number of fins > base height > fin 
thickness > width of the heat sink > fin height > length of the 
heat sink. This ranking indicates that the number of fins 
plays the most crucial role in the overall performance of the 
microchannel pin fins. Figure 3 illustrates the main effects 
plot of the GRG, generated using Minitab 19. This plot 

visually represents the impact of each process parameter on 
the GRG. According to the analysis, the optimal process 
parameters are A1B3C1D3E3F3, which correspond to a heat 
sink length of 80 mm, a width of 100 mm, 5 fins, a fin height 
of 30 mm, a base height of 8 mm, and a fin thickness of 2 
mm. These settings yield the best performance for the 
microchannel heat sink with pin fins, as identified by the 
GRG analysis. 

Table 9: Responses for the GRA Grade 

Sr. No Laser welding process 
parameters 

Grey relational grade Main effect 
(Max-Min) 

Rank Mean 
Level 1 Level 2 Level 3 

1 A(Length of the heat sink) 0.545186 0.524944 0.533934 0.02024188 6 0.534688 

2 B (Width of the heat sink ) 0.517898 0.526562 0.559605 0.04170657 4 0.534688 

3 C (No of fins) 0.564318 0.506267 0.533479 0.05805121 1 0.534688 

4 D (Fin height ) 0.537765 0.517973 0.548327 0.03035401 5 0.534688 

5 E (Base height)  0.53274 0.50938 0.561944 0.05256449 2 0.534688 

6 F (Fin thickness) 0.5074 0.543824 0.552841 0.04544104 3 0.534688 

 
Fig. 3. Main effects plot for GRG. 

6. Conclusion  
This study effectively utilized the standard deviation 
objective weighting approach combined with grey relational 
optimization to optimize multiple responses, including total 
surface heat flux and surface Nusselt number. The analysis 
revealed that the optimal process parameters for achieving 
the best performance were identified as A1B3C1D3E3F3. 
Specifically, these parameters correspond to a heat sink 
length of 80 mm, a heat sink width of 100 mm, 5 fins, a fin 

height of 30 mm, a base height of 8 mm, and a fin thickness 
of 2 mm. The number of fins is a crucial factor in the 
performance of a microchannel heat sink with pin fins. It has 
the most significant impact on heat dissipation efficiency, 
followed by the base height, fin thickness, width of the heat 
sink, fin height, and length of the heat sink. The length of the 
heat sink has the most substantial impact on surface heat 
flux, accounting for 44.65% of the variance. This is followed 
by the width of the heat sink, which contributes 3.46%, fin 
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thickness at 2.37%, number of fins at 1.42%, base height at 
1.28%, and fin height, which has the least impact at only 
0.54%. Length of the heat sink affects the Nusselt number 
maximum 55.31 % followed by no of pin fins 9.13 %, fin 
thickness 2.60 %, fin height 1.18 %, width of the heat sinks 
0.81 %, base height has minimum affect only 0.24%. It is 
observed that the optimum value for total surface heat flux 
are length of the heat sink 80 mm, width of the heat sink 100 
mm, no of fins 10, fin height 20 mm, base height 6 mm and 
fin thickness 1 mm. 

List of Abbrevations 

Abbreviation Full Term   

MCHS Microchannel Heat Sink   

GRA Grey Relational Analysis   

SDOW Standard Deviation Objective Weighting   

Nusselt Number 
A dimensionless number representing the ratio of 
convective to conductive heat transfer 

  

ANOVA Analysis of Variance   

L-27 Orthogonal Array Design with 27 Experimental 
Runs 

  

W Heat Sink Width   

L Heat Sink Length   

N Number of Fins   

a Fin Height   

b Base Height   

d Fin Thickness   
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A B S T R A C T 

The Internet of Vehicles (IoV) is becoming an interesting topic among researchers and it has emerged as a rapidly advancing field within Vehicular Ad-hoc 
Networks, facilitating intelligent communication between vehicles and the cloud through the integration of Internet of Things (IoT) technologies. The IoV 
surroundings face serious challenges due to the highly interrelated nature of vehicles and infrastructure in certifying privacy and security. Traditional 
approaches to authentication lack the strength required to protect against developing fears, leaving systems vulnerable to attacks. This survey addresses the 
gap by employing formal analysis approaches to prove authentication protocols, targeting to reinforce safety and confidentiality in IoV systems. The IoV 
communication model consists of Vehicle-to-Vehicle, Vehicle-to-Infrastructure, Vehicle-to-Personal Devices, and Vehicle-to-Cloud. Smart automobiles are 
equipped with cameras, radars, on-board units, and sensors to help reduce the number of accidents by giving drivers or autonomous vehicles up-to-date 
information on roads, traffic signals, and other pertinent entities. As human lives are at risk, security and privacy in the IoV communication paradigm are 
critical and cannot neglected. Security and privacy breaches may cause accidents because the attacker can inject false information into the system as the 
communication channel is open and unsecured. The researchers proposed many authentication protocols to provide secure communication between IoV 
entities. Although surveys on IoV security and privacy issues deal with communication and computation costs, they lack formal analysis of the authentication 
protocols. This survey reviews the informal analysis and formal analysis methods used by various authentication protocols. Furthermore, the challenges and 
future work are also included in this survey. 

Keywords: Internet of Vehicles, Security Requirements, Authentication Protocols, Formal Analysis, Informal Analysis 
 

1.  Introduction  

The transportation networks throughout the world are 
under tremendous strain. Due to the growing global 
population and the concurrent rise in the number of 
automobiles. With over one billion vehicles currently in use 
and projections reaching two billion by 2035, the resulting 
traffic jams and increased road accidents highlight the urgent 
need for innovative solutions [1]. The (WHO) reported in 
2023 that approximately 1.19 million people lose their lives 
in automobile accidents each year. There are an additional 
20 to 50 million non-fatal injury cases, many of which result 
in disability. WHO also pointed out some risk factors 
(speeding, non-use of motorcycle helmets, seat-belts and 
child restraints, distracted driving, unsafe road infrastructure, 
and unsafe vehicles) that should addressed to prevent deadly 
collisions and lower the number of severe injuries [2]. 
Previous informal analysis techniques in IoV safety are 
limited by their qualitative, subjective nature, which usually 
leads to insufficient security evaluations. They typically 
delivered a broad view of threats without rigorous 
verification against specific attacks, such as replay or 
impersonation, which limits their reliability. In contrast, the 
proposed survey and formal analysis systematically identify 
these gaps. By leveraging formal verification tools such, as 
AVISPA, BAN logic, and Scyther, the suggested study 
rigorously asses impotent security features integrity, 
confidentiality, and anonymity by reproducible tests and 
quantifiable. This certifies detailed safety validation against 
advanced adversarial processes improving confidence in IoV 
protocol strength. Transportation systems in real-world 

scenarios play an important role in people’s daily lives. 
Since the opportunities in urban areas increasing day by day 
the use of vehicles is also increasing rapidly. There are 290 
million registered vehicles in the United States in 2022. 
Thus, in the United States, cities are also adopting smart 
transportation technologies to tackle similar challenges [3]. 
Another example discussed in [4] is Riyadh the busiest city 
in Saudi Arabia, cities like Riyadh are experiencing 
significant traffic congestion due to rapid urbanization and 
an increasing number of vehicles on the road. To address 
these issues a perfect smart IoV system must be 
implemented. This system aims to analyze data from various 
sources, including sensors and cameras to enhance real-time 
traffic monitoring and provide timely updates to drivers, 
improving traffic flow and reducing delays. Consequently, 
the catastrophic expansion of the transportation system, 
researchers have combined technologies such as cloud 
computing, Vehicular Ad-hoc Networks (VANETs), and 
IoV. 

1.1 Cloud Computing (CC) 

CC provides on-demand resources for the users. The 
National Institute of Standards and Technology (NIST) 
defines cloud computing as “CC is a model for enabling 
ubiquitous, convenient, on-demand network access to a 
shared pool of configurable computing resources, such as 
(networks, servers, storage, applications, and services) that 
can be rapidly maintained and released with minimal 
management effort or service provider interaction” [5]. The 
NIST provided the 5 necessary characteristics, 3 service 
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models, and 4 deployment models for cloud service 
providers (CSP) are shown in Fig.1.  

 
Fig.1 Cloud Computing Architecture 

 
Fig.2. Iov Communication [6] 

1.2 Vehicular Ad-Hoc Network  

VANET is a type of wireless communication technology 
used in automobiles. These networks serve to improve traffic 
safety and efficiency in the current transportation systems by 
facilitating information exchange between vehicles and 
infrastructure. A VANET faces limitations in processing 
extensive information from sensors and devices in their 
environment, hindering global analysis.  To tackle this issue, 
the progression towards the IoV aims to provide smart cars 
with multi-sensor platforms, strong computing units, and 
Internet connectivity. The proposed study enriched 
cooperation and communication between cars and other 
gear. 

VANET achieves good outcomes in short-term usage 
like removing redundant data, still, they are not 
appropriate to control and assess worldwide information in 
large-scale situations due to their processing boundaries [7]. 

1.3 IoV Communication Model 

The IoV is a well-known and hot area of research 
domain. The IoT and VANETs are integrated to structure the 
IoV, which delivers a useful solution to different traffic 
administration and driving challenges. Information 
technology assists a lot in providing the IoV, which 
enhances driving capability and efficiency in passenger 
safety. IoV-certifies improved associations and information 
sharing opens up new opportunities for updating techniques 
to traffic-concern problems, generating secure and effective 
mobility settings. Three important components play an 
essential role in the communication of the IoV: vehicular 
mobile Internet, intra-vehicular conversation, and inter-
vehicular conversation  [8]. Vehicle-to-infrastructure (V2I), 
Vehicle-to-Vehicle (V2V), Vehicle-to-Cloud (V2C), and 
Vehicle-to-Personal devices (V2P) are the diverse 
communication forms that generate a diverse vehicular 
network that is the IoV [9]. The smooth communication and 
interchange of data between automobiles, roadside units, 
personal gadgets, sensors, cloud, and infrastructure elements 
is made possible by this diversified network architecture. 
The basis for sophisticated and intelligent vehicle systems in 
the IoVis the integration of these communication 
components. Fig. 2 describes the communication entities 
involved in IoV. 

1. V2I: The communication between cars and roadside 
structures, like traffic lights and signs, helps improve 
traffic control and safety. Vehicles with this system 
enabled are able to get critical information, like traffic 
updates and alerts, which ultimately enhances decision-
making capabilities. Deploying V2I technology has the 
potential to substantially enhance the effectiveness of 
transportation networks, particularly in urban areas [10]. 

2. V2P: In an attempt to make driving safer for everyone, 
Vehicle-to-Infrastructure (V2P) communication involves 
both pedestrians and vehicles.  This can help reduce 
accidents by alerting vehicles when people are 
approaching and vice versa. Leveraging mobile and 
connected devices, V2P systems can provide real-time 
notifications and warnings, assisting in the development of 
safer [11]. 

3. V2C: Refers to the information exchange between 
vehicles and cloud platforms. It enables vehicles to obtain 
various vehicle application services from cloud platforms, 
for example, navigation, monitoring, emergency rescue, 
and entertainment. These services are processed and 
calculated by cloud platforms and then sent to vehicles 
through Vehicle-to-Cloud (V2C) [12]. 

4. V2V: Vehicles can directly interact with each other 
through communication, exchanging details about their 
direction, speed, and potential hazards. Applications like 
cooperative driving and accident avoidance, where 
vehicles may make judgments based on real-time 
information from other adjacent vehicles, depend heavily 
on this technology. Studies reveal that by empowering 
cars to react proactively to shifting road conditions, V2V 
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communication can lower the chance of collisions and 
enhance overall traffic safety [13]. 

1.4 Contribution 

This study conducts a thorough survey of authentication 
protocols within the IoV, focusing on the formal analysis of 
these protocols. It reviews existing literature to identify 
which research studies utilize specific tools and 
methodologies to verify the correctness and security of their 
proposed authentication mechanisms. The goal of the study 
is to further knowledge of the state of IoV authentication 
methods today and their efficacy in guaranteeing secure 
communications by pointing out the formal analysis using 
different strategies. This work highlights the significance of 
rigorous validation techniques in improving the security of 
IoV, which is crucial for directing future research and 
development in the field. The key points of this survey are as 
follows: 

 Tool Usage: The survey identifies several methods and 
tools used in the literature to confirm the accuracy of 
IoV authentication protocols. 

 Formal Analysis: It highlights how important formal 
analysis is for evaluating the security characteristics of 
authentication protocols, which is essential for spotting 
weaknesses and guaranteeing strong security measures. 

 Survey Gaps: To the best of our knowledge, the formal 
analysis tools and techniques employed in IoV 
authentication protocol research have not been 
comprehensively surveyed. Consequently, our study 
aims to address this gap by leveraging the formal 
analysis methods utilized by researchers in this domain. 

Challenges and Future Directions: This survey provides a 
valuable resource for researchers and practitioners working 
to develop more secure and effective IoV authentication 
protocols, including the verification of their correctness 
through formal analysis. The study offers guidance to 
support and advance future research in this field. 

2. Methodology 

The rationale underlying this study is predicated upon the 
accelerated advancement of the IoV and its burgeoning 
integration into our everyday lives. We survey to investigate 
the formal analysis methods employed by researchers to 
verify their IoV authentication protocols. By conducting a 
thorough examination of the existing literature, we endeavor 
to identify prevailing trends, proven best practices, and 
prospective areas warranting further research within this 
dynamically evolving field. This paper aims to thoroughly 
examine and resolve the following key research questions in 
the IoV environment: 

1. What are the attacker's capabilities and types of security 
attacks? 

2. What are the security requirements and their solutions? 

3. What authentication protocols have been proposed, and 
how are they analyzed through informal and formal 
methods? 

 

4. What challenges need to be addressed in the context of 
authentication protocols?  

2.1 Selecting and Reviewing Scholarly Sources 

Thoroughly reviewing, evaluating, and incorporating 
pertinent academic literature is a crucial step in undertaking 
a robust scholarly investigation. This process entails 
thoroughly reviewing and synthesizing pertinent academic 
publications to establish a strong foundation for the study. 
To ascertain alignment with state-of-the-art research 
methodologies, we prioritized scholarly articles published 
within the past five years since 2024, concentrating on the 
topic of IoV authentication protocols. The identified digital 
repositories were thoroughly searched to procure the 
essential publications: 

1. Google Scholar 

2. Springer 

3. IEEE Explorer 

4. ACM 

5. MDPI 

6. Science Direct 

7. Semantic Scholar 

2.2 Research Approach 

A set of targeted keywords was employed to identify 
relevant articles. These keywords encompassed terms like 
"IoV security," "Internet of Vehicle security," "IoV 
authentication protocols," "IoV authentication protocols 
informal and formal analysis," and "Authentication protocols 
formal analysis tools." The search utilized Boolean operators 
(AND, OR) to refine the results and ensure comprehensive 
coverage of the topic. 

2.3 Selection Criteria 

The identification and assessment of articles and research 
papers were governed by the specific inclusion and 
exclusion criteria to maintain the relevance and integrity of 
the selected literature. 

Inclusion Criteria: 

 Articles must focus on the security aspects of the 
Internet of Vehicles, including authentication protocols 
and their analysis mechanisms. 

 Papers must be published in well-regarded academic 
journals or conferences. 

 Research from the past 5 years since 2024 was 
prioritized to capture the most recent advancements in 
the field. 

Exclusion Criteria: 

 To maintain consistency in language and 
comprehension, non-English publications were excluded 
from consideration. 

 Articles without IoV authentication protocols were not 
considered. 
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 Articles that did not directly address security and 
privacy aspects within the IoV domain were also 
excluded. 

3. Existing Surveys 

The security and privacy related to the IoV system must 
be addressed, solved, and deployed properly because in IoV 
human lives are involved. Accidents could happen if an 
attacker injects erroneous data about traffic signals, traffic 
flow, or road conditions. It is crucial to know attackers and 
evaluate the likelihood that they may cause damage to a 
system.   

3.1 Attacker Capabilities 

Four categories can be used to differentiate the attackers, 
as their skills are described in [14]: 1) Insiders & Outsiders, 
The insider attackers who have been validated as network 
users. The outsider attackers with limited offensive 
capabilities are considered outsiders. 2) Malicious & 
Rational, The malicious attackers have no personal gain in 
targeting a system. The rational attackers aim to benefit 
themselves, their behavior is more predictable. 3) Active & 
Passive, to break a structure directs out signs. The passive 
attackers simply detect the system. 4) Local & extended, the 
local attackers employed an inadequate amount of entities 
and functioned in a restricted range. The extended attackers 
take control of numerous entities separate around the 
network, covering their reach. The IoV network faces 
pressures from the numerous attackers enclosed overhead. 
The variety of attacks could cooperation the reliability of the 
system, thus distressing its whole safety and reliability. 
Diverse safety attacks are enclosed in the subsequent section. 

3.2 Security Attacks In IoV Environment 

The IoV's vulnerability to sensitive cyber threats, 
including Distributed Denial of Service (DDoS) attacks and 
overhearing, offers the main apprehension. The threats in the 
IoV have exaggerated significance, risking both facility 
functionality and municipal security. The complex 
environment of these cyber hazards not only challenges the 
IoV's working usefulness but also increases the possibility of 
serious coincidences. Talking about these weaknesses is 
critical for guaranteeing the protected and consistent service 
of the IoV atmosphere. The following defines some key 
attacks defined in previous surveys [10, 4, 11, 12]. 

1. Eavesdropping attack: In this attack, user IDs, geolocation, 
and other pertinent data concerns to the IoV setting are 
inactively collected through the attacker. Without their 
realization or agreement, this data is misrepresented in 
contradiction of their privacy [15]. 

2. Impersonation attack: The attacker signifies a genuine IoV 
object, misuses authentic identifications to gain illegal 
profits, and produces misperception within the IoV 
atmosphere. The attacker operates the data to their benefit. 

3. Man-in-middle (MITM) attack: The data integrity and 
privacy resolution of safety requests are disrupted through 
this attack. This kind of attack includes the aggressor  

introducing himself between two legally interactive 
objects or vehicles, attending in on their discussions, and 
varying or inoculating false evidence into the 
communications. 

4. Replay attack: This attack occurs when an attacker 
broadcasts earlier messages repetitively to deceive other 
IoV atmosphere objects. This deceitful practice goals to 
yield the benefit of replies. 

5. Denial-of-service (DoS): Due to its huge distribution, this 
kind of attack extremely negotiates the obtainability of 
IoV facilities. Its main goal is to prevent legitimate users 
from using network resources and services, hence 
preventing their availability. This attack poses a serious 
problem since it stops genuine entities of IoV from 
communicating by interfering with the communication 
channel. Since timely information is crucial for preventing 
accidents, communication is key in life-critical safety 
applications. DDoS attacks are a type of DoS attack that 
carries greater severity than DoS attacks due to its 
distributive nature. Many hostile entities attack a 
legitimate entity in a DDoS. 

6. Sybil attack: The attacker creates a misleading 
environment by flooding the target vehicle with dummy 
vehicles via jamming a signal. Even when the target can 
easily follow the obvious path, the aggressor pressures 
them to monitor a diverse route. To conceal misleading 
reports, several fictitious identities are used, each supplied 
by a single attacker and mirroring actual nodes. 

7. Wormhole attack: An attack occurs when two or more 
malicious entities join forces on a network to construct a 
private tunnel through which data is forwarded from one 
malicious entity to another at an opposite end. It controls 
all packets that flow over that network, hiding the actual 
distances between them and compelling other legitimate 
entities to route through the tunnel that is built, leading to 
a safety breach. 

8. GPS spoofing attack: The Global Positioning System 
(GPS), relying on satellites, determines the precise 
location of vehicles by maintaining location tables that 
hold geographical coordinates and corresponding 
vehicular identities. In this attack, the attacker manipulates 
the position of the vehicles and thus fake locations are 
received by legitimate entities. 

9. Communication removal attack: The vigorous aggressor 
removes some of the communication conversation, 
influencing details regarding the state of the vehicle or the 
route. This attack affects the driver's decisions and results 
in mishaps. 

10. Session linking attack: An attacker can use flaws to link 
two randomly selected vehicle sessions with other 
network entities using a session linking attack. Through a 
relatively simple calculation, this linkage may unveil all 
credentials associated with the sessions. 

The researchers talked about a wide range of potential IoV 
environment security threats.  
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3.3 Security and Privacy Requirements 

The digital world always has the possibility of attack and 
data breach because the attackers are also well equipped with 
tools and knowledge as the day passes. So, the attacks on 
IoV environments have the potential to create tragic 
mishaps. Consequently, the selection of encryption 
techniques must be undertaken with great care to ensure 
adequate security and privacy. Encryption techniques are 
vital for securing communications in the IoV, where 
sensitive data is transmitted between vehicles and 
infrastructure. Traditional symmetric encryption algorithms, 
such as AES, are commonly used due to their efficiency; 
however, they may not fully address the unique challenges 
of IoV environments [32]. Recent developments have 
introduced lightweight cryptographic protocols that are 
specifically designed for resource-constrained devices in 
IoV, ensuring both security and efficiency [33].  

BBlockchain-based encryption techniques are being 
explored to provide decentralized security solutions, 
allowing for secure data sharing without relying on a central 
authority [34]. The integration of homomorphic encryption 
also allows for computations on encrypted data, preserving 
privacy while enabling data analysis [35]. These encryption 
techniques are crucial for ensuring the integrity, 
confidentiality, and authenticity of communications in the 
rapidly evolving IoV landscape. Therefore, security and 
privacy specifications are essential for evaluating and 
improving a network's resilience, especially when it comes 
to the IoV environment. In reaction to the serious attacks on 
IoV that have been mentioned above, researchers have 
looked into and put up a number of ways to improve security 
and privacy. Table 1 shows the summary of previous studies 
regarding security attacks on IoV. Table 2 represents the 
category of each attack highlighting the most dangerous 
attack types: 

Table 1. Security Attacks in the IoV Environment 

[16] in 2023 [6] in 2022 [17] in 2021 [18] in 2020 

black hole cloaking Impersonation attack Man-in-the-middle attack Message injection attack 

grey hole creation GPS spoofing attack Traffic analysis attack Cookie theft attack 

Virus Masquerading attack Social attack Flow of bogus information 

Sybil Man-in-middle attack Eavesdropping attack Man-in-middle attack: 

Message Deception Replay attack Masquerading attack Impersonation attack 

GPS Intercepting Message injection attack Message tampering attack DoS attack: 

Masquerading Cookie theft attack Replay attack Replay attack 

Black Holes Message manipulation attack Illusion attack Dissimulation of GPS attack 

Worm Holes Channel interference and Jamming attacks Sleep deprivation Sybill attack 

Grey Holes DoS DoS/DDoS Warm hole attack 

Fraud Eavesdropping attack Jamming attacks  

Replay Attacks Message holding attack Intelligent cheater attack Eavesdropping attack 

Malware False information flow Jellyfish attack Masquerading attack 

Eavesdropping Channel hindrance attack Blackhole attack Hardware intrusion attack 

ID disclosure Malware attack Grayhole attack Data falsification attack 

Traffic monitoring Physical Vehicle damage Spamming attack Channel hindrance attack 

Spyware Fuzzy attack Greedy behavior attack Fuzzy attack 

Denied access Sybil attack Sybil attack Malware attack 

Malicious software Guessing attacks GPS spoofing Session linking attack 

 Wormhole attack Tunneling attack Guessing attacks 

 Black-hole attack Free-riding attack Message holding attack 

 Attack on fairness Certificate/key replication attack Message deletion attack 
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 Forgery attack Repudiation attack  

 Session linking attack   

Table 2: Classification of Security Attacks in the Iov Environment 

Attack Type Description Category 

Black Hole Cloaking Blocks legitimate data packets Network Layer Attack 

Impersonation Attack Masquerades as another vehicle Spoofing Attack 

Man-in-the-Middle Attack Intercepts and alters communication Eavesdropping & Interception 

Message Injection Attack Inserts malicious messages Injection Attack 

Grey Hole Creation Selectively drops packets Network Layer Attack 

GPS Spoofing Attack Alters GPS data Spoofing Attack 

Traffic Analysis Attack Monitors traffic for patterns Privacy Attack 

Cookie Theft Attack Steals session data Privacy Attack 

Virus Infects systems Malware Attack 

Masquerading Attack Disguises identity Spoofing Attack 

Social Attack Exploits social behaviors Social Engineering Attack 

Sybil Attack Creates multiple fake identities Spoofing Attack 

Replay Attack Re-sends captured messages Replay Attack 

DoS Attack Floods network to deny service Denial of Service 

Wormhole Attack Reroutes communication paths Network Layer Attack 

Eavesdropping Listens to communications Privacy Attack 

Channel Interference/Jamming Disrupts signals Jamming/Interference 

Malware Infects devices Malware Attack 

False Information Flow Propagates inaccurate data False Data Injection 

Hardware Intrusion Compromises physical hardware Physical Attack 

Spamming Attack Sends excessive messages Denial of Service 

Greedy Behavior Attack Excessive resource consumption Resource Exhaustion Attack 

Guessing Attacks Attempts to guess sensitive data Guessing Attack 

Forgery Attack Creates forged identities or messages Spoofing Attack 

Repudiation Attack Denies committed actions Deception Attack 

Table 3. Security Requirements, Attacks, and Solutions 

Security Requirements Attacks Solutions 

Confidentiality Eavesdropping, Message holding, MITM Encryption 

Integrity Identity Masquerading attack, Data Manipulation attack ID-based cryptography, hash functions 

Availability DoS / DDoS, Malware, Jamming PKI Infrastructure using Authentication, Antivirus-software, 
Spread-spectrum 

Privacy Privacy leakage, User ID disclosure, User’s credentials exposure Restrict access to sensitive data, Pseudonymous and 
Anonymization methods, Encryption 

Authentication Replay attack, Impersonation, Sybil ID-based batch verification, Position-verification,  
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Table 4. Proposed Protocols: Informal & Formal Analysis 

Proposed 

Protocols 

Informal analysis:  

Attacks resistance using 
proposed protocols 

Proposed work Novelty Results Formal 

Analysis 

methods 

[19] Sybil attack, Spoofing attack, 
forgery attack, MITM attack, 
DDOS, Replay attack 

Blockchain-based 
distributed 
authentication for IoV. 
Decentralizes data 
processing and storage 
to reduce delays. 

Optimized PBFT 
consensus algorithm for 
reusing authentication 
results. Reduces reliance 
on RSUs, refining 
system efficiency. 

Meets IoV security 
requirements. Reduces 
communication and 
computation costs. 

RoR model, and 
AVISPA tool 

[20] Physical capture attacks, session 
key security, three-factor 
authentication mechanism 

The paper proposes a 
secure and efficient 
Authentication and 
Key Establishment 
(AKE) scheme for IoV 
environments. 

The paper identifies and 
addresses the security 
vulnerabilities of a 
previously proposed 
AKE scheme through 
logical and 
mathematical analyses. 

The proposed scheme 
enhances the security 
properties and meets 
essential requirements, with 
AVISPA tool used for 
formal verification. The 
scheme ensures improved 
robustness. 

AVISPA tool 

[21] Replay attack, MITM attack, 
Impersonation attack, Physical  
capture attack, session key security 

The paper proposes a 
blockchain-based 
secure distributed 
authentication scheme 
for IoV, decentralizing 
data processing and 
storage to reduce 
communication delays 
and response time. 

Smart contract 
technology is used for 
the automatic triggering 
of the authentication 
process. An optimized 
PBFT algorithm is 
designed to reuse 
authentication results. 

The proposed scheme meets 
the security requirements of 
IoV, with reduced 
communication and 
computation costs, verified 
through formal security tools 
and SUMO simulation. 

Scyther tool 

[22] MITM attack, Anonymity and 
Unlinkability, Traceability and 
Revocability, Replay attack, 
Impersonation Attack, Session 
Fixation Attack, Forward Secrecy, 
Colluding Attack Resistance 

Proposes a 
Blockchain-Based 
Privacy-Preserving 
Authentication (BPA) 
scheme specifically 
designed for the IoV. 

Utilizes blockchain 
technology for 
decentralized and secure 
authentication, ensuring 
privacy preservation 
while communicating 
across IoV networks. 

The proposed BPA scheme 
enhances security and 
privacy in IoV environments, 
with efficient authentication 
mechanisms that reduce 
overhead and ensure user 
privacy. 

 RoR model, 
ProVerif tool 

[23] Anonymity and unlinkability, 
Perfect forward secrecy, Known 
key secrecy, Replay attacks, 
Password guessing attacks, 
Identity guessing attacks, Forgery 
attacks and impersonation attacks, 
RSU captured attacks 

Proposes an improved 
V2I authentication 
protocol for IoV using 
Physical Unclonable 
Functions (PUF) and a 
three-factor secrecy 
strategy to resist 
attacks. 

Introduces PUF for 
enhanced security 
against RSU attacks and 
a conditional privacy-
preserving strategy for 
anonymity and tracking. 

The proposed protocol 
demonstrates provable 
security under the random 
oracle model and achieves 
low computation and 
communication costs, 
providing enhanced security 
and privacy. 

 RoR model 

[24] Anonymity and un-traceability of 
the vehicle, withstand the DoS 
attack, and withstanding cloning 
attack 

Proposes a new 
authentication protocol 
for the IoV 
environment that uses 
biometrics and 
Physical Unclonable 
Function (PUF) for 
security. 

Introduces biometric 
key-based authentication 
to safeguard against 
smart card/device theft 
and PUF to resist 
cloning attacks. 

Informal and formal analyses 
(RoR model and Scyther 
tool) verify the protocol’s 
ability to withstand known 
attacks. The protocol offers 
low computation time and 
ensures security. 

RoR model, and 
Scyther tool 

[25] Tag anonymity, Mutual 
authentication, Resistance against 
tag tracking, and Resistance 
against desynchronization attacks 

Proposes a lightweight 
RFID security fast 
authentication protocol 
for IoV in traffic 
congestion scenarios, 
integrating ownership 
transfer in non-
congestion situations. 

Utilizes edge servers for 
authentication and 
combines ECC (Elliptic 
Curve Cryptography) 
and hash functions for 
secure private data 
protection in vehicles. 

Formal analysis using the 
Scyther tool shows 
resistance to typical attacks. 
Experimentally, the scheme 
reduces calculation and 
communication overhead by 
66.35% in congestion and 
66.67% in non-congestion 
scenarios. 

Scyther tool 

[26] Smart card theft attack, Unable to 
retroactively attack, Identity 

Proposes a mutual 
anonymous 

Introduces a two-phase 
authentication: initial 

Security analysis is 
performed using BAN logic 

BAN logic, and 
ProVerif tool 
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anonymity, Mutual authentication, 
Replay attack, and Traceability 
and non-repudiation 

authentication and key 
agreement scheme for 
VANETs, based on 
elliptic curve 
cryptography. 

(with the first roadside 
unit) and subsequent 
authentication, which 
reduces computational 
complexity for vehicles 
already on the road. 

and Proverif simulation, 
demonstrating that the 
scheme is secure. 
Performance analysis shows 
reduced computation and 
communication consumption 
compared to other methods. 

[27] Resilience against on-broad unit 
physical capture attack, insider 
attack, replay attack, mutual 
authentication, and provides 
forward and backward secrecy 

Proposes a new remote 
access control scheme 
for secure 
communication among 
vehicles in the (IoV) 
environment. 

Introduces remote 
registration of vehicles 
and a two-phase 
mechanism: node 
authentication and key 
agreement using 
cryptographic 
techniques and pre-
loaded information. 

Security analysis (informal 
and formal) using AVISPA 
tool confirms that the 
scheme is secure against 
attacks like replay, man-in-
the-middle, and 
impersonation. Additionally, 
the scheme shows lower 
computation and 
communication costs 
compared to existing 
methods. 

Correctness 
proof using 
Theorems, and 
AVISPA tool 

[28] Stolen verifier, Vehicle 
anonymity, Session key security, 
Denial of service, and Replay 
attack 

Proposes a Secure 
Message 
Authentication 
Protocol (SMEP-IoV) 
for information 
exchange among IoV 
entities using 
lightweight hash 
functions and 
encryption. 

Utilizes lightweight 
symmetric hash 
functions and encryption 
operations to ensure 
secure and efficient 
authentication in IoV. 

BAN logic is used for formal 
security analysis, and 
performance comparisons 
show that SMEP-IoV 
completes authentication in 
just 0.198 ms, demonstrating 
its lightweight nature and 
efficiency. 

BAN logic 

[29] Known Key Attack, and OBU 
Physical Capture Attack 

Proposes a mutual 
authentication and key 
agreement protocol for 
IoV-enabled Intelligent 
Transportation 
Systems (ITS) to 
ensure secure 
communications 
between connected 
entities. 

Focuses on providing 
security, anonymity, and 
untraceability while 
ensuring low 
computational and 
communication 
overheads, tackling 
several known IoV 
attacks. 

The proposed scheme is 
formally verified to be 
secure against several attacks 
(e.g., replay, impersonation, 
man-in-the-middle), has 
lower overhead compared to 
seven other schemes, and 
demonstrates better security 
and performance using NS2 
simulations. 

RoR model, and 
AVISPA tool 

[30] Session / Secret key disclosure 
attack, and Mutual Authentication 

Proposes a secure and 
efficient message 
authentication protocol 
(IoV-SMAP) for 
communication in IoV-
based smart cities, 
addressing security 
threats in IoV 
environments. 

The IoV-SMAP 
protocol ensures user 
anonymity and mutual 
authentication, while 
resisting attacks like 
impersonation, secret 
key disclosure, and off-
line guessing attacks. 

Security of IoV-SMAP is 
validated using Real-or-
Random (ROR) model and 
AVISPA simulations. The 
protocol is compared with 
existing schemes and is 
shown to provide better 
security and efficiency in an 
IoV-based smart city. 

RoR model, and 
AVISPA tool 

[31] Password guessing attack, Man-in-
the-middle attack, and Brute force 
attack 

Proposes secure and 
lightweight 
communication 
protocols for various 
IoV communication 
components, including 
V2V, V2P, V2R, V2I, 
and V2S. 

Focuses on developing 
secure and efficient 
protocols tailored for 
different IoV 
components, addressing 
security and efficiency 
in a highly dynamic IoV 
environment. 

The protocols were 
implemented on a Desktop 
Computer and Raspberry Pi, 
demonstrating better 
performance than competing 
protocols in terms of 
communication, storage, 
computation, and battery 
consumption. 

No Formal 
analysis 

These specifications are derived from basic security 
objectives like availability, non-repudiation, confidentiality, 
data integrity, authenticity, and access control. The attacks 
and solutions related to these requirements shown in [18, 36] 
are provided in Table 3, and also explained in more detail in 
the section that follows: 

Confidentiality: Information over IoV places a high value 
on confidentiality, making sure that data is only exposed to 
those who intend to see it and protecting sensitive 
information from unwanted access. Encryption is a vital 
component that ensures access is limited to authorized users, 
protecting the security and privacy of entities in the IoV 
environment. Encryption becomes essential to stop 
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eavesdropping and prevent unwanted access when 
adversaries become a threat [16-18].  

Integrity: In IoV environments, integrity is essential to 
accuracy and coherence. Data accuracy is threatened by 
attacks including viruses, masquerade, and message 
tampering. IoV environments are actively protected from 
active man-in-the-middle assaults because MITM attacks 
can modify the data. The integrity guarantees that message 
contents are unchanged and legitimate throughout the 
communication process [15]. 

Availability: The IoV entities need to be completely 
responsive at all times. More specifically, all of its parts 
have to work all the time. The most known attack is DoS and 
DDoS attack that effects the availability of services needed 
by different entities in IoV environment. 

Privacy: Modern cars have a need to protect private 
information that might compromise the privacy of drivers or 
passengers. The monitoring of the car's location, which is a 
type of sensitive data, serves as an example. This is 
problematic since many location services conflict with users' 
privacy concerns by requiring access to the car's position 
[37]. 

Latency: We have involved an in-depth conversation on 
how diverse authentication protocols effect message delays, 
mostly in high-mobility situations such as IoV, where real-
time dealings are vital. Protocols that decrease handshake 
rounds and decrease re-authentication processes have been 
highlighted for their ability to improve system efficiency and 
lower latency. 

Scalability: It is a critical concern in the IoV, particularly 
in the context of authentication protocols. As the number of 
connected vehicles rises, the need for efficient and secure 
authentication mechanisms becomes paramount. Traditional 
centralized authentication systems can become bottlenecks, 
leading to delays and vulnerabilities. To address this, 
decentralized approaches, such as those leveraging 
blockchain technology, have been proposed to distribute 
authentication tasks across multiple nodes, enhancing 
scalability while maintaining security [38]. Furthermore, 
federated learning-based protocols enable vehicles to 
collaboratively authenticate without sharing sensitive data, 
thereby reducing communication overhead and improving 
scalability [39]. These advancements underscore the 
necessity for scalable solutions that can adapt to the dynamic 
nature of IoV environments, ensuring secure and efficient 
communication among the ever-increasing number of 
vehicles [40]. 

Computational Overhead: We extended the examination 
of computational costs related to different authentication 
mechanisms, seeing the source restraints of IoV strategies 
like on-board units (OBUs). This proposed study stresses 
procedures that accomplish an optimal balance between low 
computational complexity and security certifying they are 
achievable for resource-limited devices without cooperating 
act. 

Authentication: Authentication is essential for 
confirming the legitimacy of IoV entities communicating 
across a network. It keeps attackers from impersonating 
trustworthy nodes in order to modify or relay 
communications in an unethical manner. In authentication, 
the sender of the message can be verified using secrets only 
known to the sender like password, pin and cryptographic 
keys. 

3.4 Security and Privacy in IoV through Authentication 

Authentication is an initial requirement for any entity in 
the IoV environment who wants to join and then 
communicate with other entities. If any vehicle wants 
information about the road condition from roadside units 
(RSU), the distance of other objects, and the traffic flow 
information of a particular area then that vehicle must 
authenticate itself as a legitimate entity before starting any 
communication with other entities in the IoV. The entity 
after authentication establishes a session key with another 
entity. This symmetric session key is employed for 
communication in an unsecure channel. Therefore, 
authentication is the initial phase its significance ought to be 
given top consideration. The authors in [6] describe the IoV 
authentication is essential for identifying and verifying 
vehicles using credential-based systems that are supervised 
by a Trusted Authority (TA). Vehicles authenticate with 
Roadside Units (RSUs) as part of the procedure, and RSUs 
then submit requests to the TA for verification. For the IoV 
to guarantee data privacy, integrity, and general security, a 
strong authentication process is essential. Authentication is 
the initial line of defense against a variety of attacks, such as 
replay, Sybil, warm hole, impersonation, replay, message 
injection, and GPS spoofing. Threats to IoV authentication 
come from both intracluster and out-of-cluster techniques. 
Thus, these attacks immediately compromise the 
authentication mechanism if an attacker gains access to the 
secret credentials of real nodes. This breach allows 
unauthorized access to private data, which could result in 
dishonest behavior by network organizations. In [31] the 
authors describe IoV network model is consisting of the 
following 4 points: 

 The IoV communication situation is limited to 
registered vehicles only.  

 The VS is a TA. Its processing and storage capacities 
are also high. It can't be compromised.  

 The OBUs and other entities also have storage and 
processing capabilities. 

 The registered user never discloses their password to a 
stranger. 

The VS is a TA initially registered all the communication 
entities of IoV. The registration involves 1) Vehicle 
registration, 2) RSU Registration, 3) Portable Device 
(Mobile) Registration, 4) Wireless Sensor Device 
Registration, and 5) Infrastructure Registration [31]. 
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4. Existing IoV Authentication Protocols 

The formal analysis of authentication methods in the 
context of the IoV is the main focus of this survey work. 
Examining the formal analysis of the latest authentication 
protocols is the primary goal. The goal of the study is to 
present a thorough overview of the most recent IoV 
authentication protocols, highlighting a formal analytical 
method used to verify the protocols. This will ultimately aid 
in the development of more durable and dependable 
authentication mechanisms for connected vehicles. Two 
main approaches often employed by academics to confirm 
their planned protocols are proper examination and casual 
assessment.  

4.1 Informal Analysis of IoV Authentication Protocols 

The IoV authentication protocols are examined 
informally by monitoring their application and 
structure regarding all aspects without using official 
statistical tools and mathematical proofs. Professionals in the 
safety examination process such as 
cryptographic approval assess how they are resistant 
to attacks such as DoS, MITM, session-key-security, replay 
attacks, impersonation, and Sybil, etc. The causal 
evaluation is an additional approach to help in detecting 
possible weaknesses in the IoV authentication process [41]. 

This paper also offers an informal examination of the 
most current IoV verification protocols, along with an 
assessment of their behavior on numerous attacks. The 
proposed work delivers visions into IoV authentication 
protocols by inspecting the efficiency of verification tools 
and their flexibility to conceivable attacks. Table 4 
represents proposed protocols, informal and formal analysis, 
proposed work novelty, and results. 

4.2 Formal Analysis of IoV Authentication Protocols 

Formal analysis is essential for safeguarding the security 
and privacy of sensitive data transmitted among vehicles and 
infrastructure in IoV authentication protocols. By thoroughly 
examining the protocols, potential vulnerabilities can be 
detected and addressed prior to deployment, thereby 
thwarting attacks like impersonation, replay, and man-in-the-
middle [42, 43]. The dynamic and highly mobile IoV 
environments, featuring frequent interactions, necessitate 
robust security measures to protect against unauthorized 
access and data breaches [44]. Furthermore, formal analysis 
provides a systematic framework for modeling and 
analyzing protocol behaviors under diverse attack scenarios, 
thereby enhancing the reliability of security claims [45]. 
This is especially vital in the context of the IoV, where 
security vulnerabilities can have grave safety implications 
[46]. Additionally, formal analysis can foster trust by 
ensuring that authentication processes are both effective and 
privacy-preserving [47]. Integrating formal analysis into the 
development of IoV authentication protocols is, 
consequently, crucial for cultivating a secure and trustworthy 
vehicular communication ecosystem. 

To certify the consistency and safety of these key IoV 
objects, proper work of verification protocols is mandatory. 
Formal assessment is employed to identify and report any 
faults in the structure and application of verification 
protocols using statistical tools and verification measures. 
The main consequence of formal analysis is accuracy 
certification, which assurances that the validation protocol 
works as proposed and defends against diverse kinds of 
safety threats. Moreover, formal study helps in the initial 
exposure of errors throughout the design stage, permitting 
quick modifications and developments. The overall use of 
formal assessment in verification protocols is important for 
structuring consistent schemes, observing manufacturing 
standards, and defending against hidden breaches and 
unlawful admittance. The subsequent approaches are the 
important ones that a large number of public investigators 
employ for formal assessment: 

Scyther: is a computerized tool employed for the 
confirmation of the safety protocols. It is proficient in 
facilitating in-depth analysis of information and examining 
safety standards like privacy, reliability, protocol 
availability, and authentication. The security protocol 
description language (SPDL) is employed using the scyther 
tool for the report of the protocols and the tests [48]. 

ProVerif:  tool that inevitably tests cryptographic 
protocols’ safety.  Cryptographic primitives for instance 
digital signatures, symmetric and asymmetric encryption, 
and hash functions are supported, among others [49]. 

AVISPA: Automated Validation of Internet Security 
Protocols and Applications (AVISPA) tool instructions the 
correctness and defense standards of the protocols by a range 
of formal methods, such as model examination and 
representative study. AVISPA tool uses the “High-Language 
Protocol Specification Language” (HLPSL) for defining 
cryptographic protocols [50]. 

BAN Logic: Burrows, Abadi, and Needham (BAN) logic 
has guidelines and systems that are employed for defining 
and confirming the verification of main conversion between 
gatherings, several important agreement protocols employed 
BAN reason for studying the protocol genuineness [51]. 

ROR model: Real-Or-Random (ROR) model is 
employed to approve the session-key protection of 
authentication protocols [52]. 

This study aims to monitor the procedures that are 
presently being employed in the formal examination of the 
modern verification protocols used in the IoV settings for 
session keys well-known between objects to interconnection 
in an exposed and unsafe network. 

5. Research Challenges, Impact of the Dynamic 
Nature, and Future Directions in IoV 

The impact of the dynamic nature of the Internet of IoV 
has a significant impact on authentication protocols. We 
have delivered a broad conversation to address how issues 
like vehicle mobility, ad-hoc connections, and changing 
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network topologies meaningfully effects the strategy and 
efficiency of authentication protocols. The field of IoV 
security is a dynamic and active one, with new research 
being introduced on a regular basis that offers innovative 
approaches to address the ever-changing problems in system 
security. In addition to helping to overcome current system 
constraints like computation and power resources, recent 
technology developments also create new opportunities for 
combining traditional standards with creative solutions to 
successfully handle security issues. The section that follows 
explores particular areas for future research in the field of 
IoV security. 

5.1 Vehicle and Infrastructure Communication Security 

It's critical to secure a connection between infrastructure 
and automobiles. Eavesdropping, message manipulation, and 
denial-of-service assaults are examples of threats. To 
safeguard communication channels, strong cryptographic 
protocols, intrusion detection systems, and safe key 
management systems should be developed on IoV 
environments. 

5.2 Concerns about Privacy 

User privacy is a problem with IoV because it involves 
the gathering and exchange of sensitive data. Privacy 
breaches may arise from unauthorized access to personal 
data. A key component of the Vehicular Cloud (VC) is 
privacy, which protects communication and information 
sharing in an encrypted manner and is therefore essential for 
building and preserving user trust in the IoV environments 
[15]. As a result, privacy-preserving techniques like data 
anonymization and anonymous authentication should be 
used to preserve user privacy while facilitating effective 
communication. 

5.3 Authentication 

The dynamic member fluctuations in the IoV make 
trustworthiness essential. To stop unauthorized entities from 
injecting false information, a strong authentication method is 
required. Authentication is crucial for secure communication 
between entities, especially in applications pertaining to 
traffic safety where an intruder could be a serious threat [14]. 
Building trust between entities improves the security of IoV. 
Addressing the limitations of traditional credential-based 
authentication, including password vulnerabilities and 
management complexities, is pivotal for a secure IoV 
environment. In order to accommodate the dynamic and 
ever-changing nature of IoV ecosystems, future research 
should concentrate on dynamic and multifactor 
authentication techniques, including password-less ways. 

5.4 Blockchain 

The decentralized nature of blockchain technology, 
which does away with the need for reliable third parties, has 
made it useful in the fields of IoV. It is necessary to work 
toward improving the benefits of blockchain technology, like 
decentralization, immutability, and transparency [18]. 
Blockchain in IoV provides immutable data integrity and 
safe identity retention. The creation of a blockchain-based 

authentication system to protect data in an IoV is a possible 
research problem.  

5.5 Firmware and Security 

Regarding Software and Firmware Security, the growing 
dependence of automobiles on software highlights the vital 
necessity of safeguarding in-car software and firmware. 
Remote attacks could occur from these components' 
exploitable vulnerabilities. Future efforts should concentrate 
on putting secure coding techniques, hardware-based 
security solutions, and constant monitoring into place in 
order to solve this and guarantee the continued 
confidentiality and integrity of software and firmware. 

5.6 Large Quantity of IoV Entities Data 

An enormous amount of data is produced by the sensors 
in the transportation environment, including cameras placed 
on vehicles and road sensors. It is difficult to manage real-
time data from this vast amount of data. Fog computing has 
been suggested as a solution, however, it is still in its early 
stages [16]. 

5.7 Fog and Edge Computing 

In the realm of the IoV, fog, and edge computing play a 
crucial role in enhancing authentication protocols. Fog and 
edge computing are essential for improving authentication 
protocols. Positioning computational resources nearer to the 
data origin facilitates more effective data processing, 
enhances response times, and diminishes latency. 
Furthermore, a straightforward, energy-efficient 
authentication methodology founded on Physically 
Unclonable Functions has been developed to safeguard 
communications between vehicles and roadside 
infrastructure. By improving resource allocation through the 
use of deep reinforcement learning in task offloading, IoV 
systems' efficiency is further raised. These developments 
emphasize how crucial it is to combine edge and fog 
computing with strong authentication methods in order to 
handle the particular difficulties presented by IoV 
environments. These advancements highlight the importance 
of combining fog and edge computing with robust 
authentication mechanisms to address the unique challenges 
posed by IoV environments [53-56]. 

5.8 Mobility, Ad-hoc Connections and Network Topology 

The inherent dynamism of the IoV, marked by vehicle 
mobility, ad-hoc connectivity, and frequently changing 
network architectures, presents substantial obstacles for 
authentication protocols. The following points describe these 
challenges and their impact: 

1. Vehicle Mobility: The high speed and constant movement 
of vehicles complicates consistent authentication. Vehicles 
frequently change network locations, necessitating rapid, 
seamless handover of authentication processes between 
different network points. For instance, protocols must 
quickly re-authenticate vehicles when they move from one 
RSU to another, which can cause delays if the system isn't 
optimized for highly mobile environments. In IoV the 
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devices have very limited resources and therefore 
lightweight, fast protocols, such as those using cryptographic 
hash functions, are increasingly being proposed to address 
this issue by minimizing computational load and ensuring 
real-time performance [57-60]. 

2. Ad-hoc Network Connections:  IoV operates on an ad-hoc 
network, meaning vehicles establish direct, short-lived 
connections with nearby nodes. This unpredictability 
requires authentication protocols that can handle 
temporary, peer-to-peer interactions while ensuring 
security. Ad-hoc connections are particularly vulnerable to 
impersonation attacks and man-in-the-middle attacks, so 
protocols must incorporate measures like mutual 
authentication or session-key generation for secure 
communication [61-64]. 

3. Dynamic Topologies: As vehicles move, network 
topologies are constantly changing, which makes it 
challenging to maintain a stable authentication process. 
Conditional privacy-preserving protocols are being 
developed to maintain security in these highly dynamic 
environments, ensuring that users' identities are protected 
even as network conditions shift. For instance, recent 
proposals have leveraged techniques like Physical 
Unclonable Functions (PUF) to enhance resilience against 
RSU capture attacks, while three-factor authentication 
helps protect against side-channel and impersonation 
attacks [65, 66]. 

6. Conclusion 

The IoV domain uses sophisticated communication 
technologies to improve road safety. Using real-time 
information, the IoV uses a complete communication 
approach to reduce accidents. Security and privacy lapses 
could result in casualties, so these issues must be addressed 
in IoV. The survey discusses security attacks like replay 
attacks, MITM attacks, Sybil attacks, and others on IoV 
environments. 

The key elements of security like integrity, encryption, 
passwords, and cryptography confirm the validity of an 
entity. In addressing privacy issues in modern vehicles, 
protection measures are crucial.  Safety monitoring is 
required especially in sensitive location data, driver, and 
vehicle identities. 

The authentication protocols have been proposed by 
researchers to secure communication between IoV entities. 
The formal and informal analysis techniques are used to 
confirm the proposed authentication protocol. Formal 
authentication protocol analysis using mathematical models 
for design examination to ensure IoV entity dependability 
and security. Using detection and correction techniques of 
vulnerabilities such as replay attacks during the design 
phase, the formal analysis provides correct verification. 
Popular tools like Scyther, ProVerif, and AVISPA aid 
employed in the establishment of strong authentication 
protocols.  The study addresses the significance of a 
thorough examination and also upcoming trends and 
difficulties in IoV security and privacy. The future work will 

be focused on further deep analysis of fog and edge 
computing in IoV safety which is another motivating and 
active research domain. 
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A B S T R A C T 

Ransomware-as-a-Service (RAAS), a new cybercriminal actor, is making ransomware attacks more potent and widespread. This research comprehensively 
assesses Ransomware-as-a-Service (RAAS) ecosystem phishing detection and prevention solutions. Seven studies compare RAAS-enabled phishing 
detection and prevention effectiveness, challenges, and trends. The findings recommend a multi-layered, context-aware approach for organizational 
resilience to shifting cyber threats. This thorough phishing attack detection and security study examines ransomware-as-a-service. Phishing attacks 
leverage human weaknesses to steal sensitive data and are becoming more sophisticated. Since RAAS makes ransomware attacks easier, even non-technical 
people may launch deadly ones. Money is making ransomware assaults more common and severe, putting people, organizations, and key infrastructure at 
risk. These new attacks must be detected and mitigated to safeguard digital assets. This study compares RAAS ecosystem phishing attack defence detection 
and mitigation technologies to identify strengths, weaknesses, and emerging trends. 
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1. Introduction 

Recent cybercriminal actor ransomware-as-a-service 
(RAAS) is strengthening and spreading ransomware attacks. 
According to [1], RAAS systems allow even non-technical 
users to conduct ransomware operations. Like legal 
software-as-a-service (SaaS) firms, this business model 
offers hackers customer support, variable ransomware 
variants, and user-friendly interfaces. Given the reduced 
entrance barrier of RAAS, more individuals can start 
ransomware attacks [1]. The ubiquitous availability of 
ransomware tools and services has led to several attacks on 
healthcare, financial, and government businesses [2]. 
Believes that ransomware attacks will cost $265 billion 
globally by 2031, demonstrating their financial impact. 

A phishing attack uses deceptive emails, messages, or 
web pages to steal personal information or download 
malware [3]. Social engineering and contextual information 
are helping these attacks get smarter. Understanding the 
complex cyber threat environment is crucial when RAAS 
and phishing attacks converge, creating a major 
cybersecurity challenge [3]. Due to RAAS platforms 
monetizing ransomware, phishing attacks' popularity and 
complexity, and other aspects, cyber dangers are always 
evolving. To identify, mitigate, and prevent RAAS-enabled 
ransomware attacks, significant research and analysis are 
needed. These attacks are increasing in frequency and 
severity. The most typical method ransomware spreads in 
RAAS ecosystems is via phishing attacks, adding to the 
ever-changing list of risks. A basic process diagram of which 

is shown in Figure 1. To address that gap, this study 
compares RAAS phishing attack detection and mitigation 
methods. It will illuminate phishing attack Defense benefits, 
disadvantages, and new directions. 

This research aims to focus on RAAS phishing detection 
and prevention. Comparing detection and mitigation  

 

Fig. 1: Typical Ransomware Attack Process [3] 

solutions in RAAS ecosystem phishing attack defense will 
reveal strengths, drawbacks, and emerging trends. The 
research also educates cybersecurity professionals, 
policymakers, and companies about ransomware threats' 
dynamic nature and the necessity for proactive defenses. 
According to [4], knowing how cybercriminals work and 
their preferred attack pathways is necessary to develop 
robust cybersecurity strategies that can adapt to changing 
threat scenarios. By highlighting the challenges and 
advantages of countering phishing attacks inside RAAS, the 
research contributes to cyber resilience discussions. 
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Ransomware spreads largely via phishing attacks in 
RAAS setups. Cybercriminals employ phishing to 
propagate ransomware by tricking victims into clicking on 
infected emails or links. Phishing and RAAS enhance 
ransomware attacks' impact and make detection and 
protection harder. Investigating the confluence of RAAS and 
phishing threats is necessary to design comprehensive 
defence strategies. This document's structure: A 
comprehensive study of phishing attack detection and RAAS 
literature follows. Next, we discuss RAAS frameworks' 
phishing detection and prevention methods. The parts that 
follow include case examples, examine present issues, and 
suggest future paths for this field's practice and study. 

2. Literature Review 

The objective of this section is to provide a 
comprehensive overview of all pertinent concepts pertaining 
to research subjects addressed by previous scholars. 

2.1 Ransomware-as-a-Service (RAAS) 

When ransomware became lucrative for hackers in the 
early 2010s, RAAS systems were started. First, RAAS 
systems were simple and ran on dark web marketplaces and 
underground forums [5]. Despite their simplicity, these early 
platforms offered ransomware toolkits and help to hackers. 
Another research note is that cloud computing has made 
RAAS systems' user interfaces more complex and intuitive 
[6]. 

RAAS ecosystems' various business structures and 
monetization methods show cybercriminals' entrepreneurial 
drive. Research reveals that ransomware companies use 
subscription models. Producers who rent their software to 
customers or affiliates keep a part of the ransom fees [7]. 
This revenue-sharing method ensures platform 
administrators a steady income and motivates affiliates to 
spread ransomware actively. Affiliates may sell stolen data 
or provide victims with decryption keys and assistance to 
make RAAS operations more lucrative and robust [7]. 

RAAS platforms have democratized ransomware, 
changing the criminal environment, according to [8]. Only a 
tiny number of hackers have been able to design and deploy 
ransomware attacks owing to technical expertise and 
resources. RAAS systems make ransomware more 
accessible by providing complete malware creation and 
distribution options. This democratization of distribution 
allows anybody, including non-technical people, to initiate 
ransomware attacks [8]. Due to the lower entrance barrier, 
ransomware assaults and their harm have increased 
dramatically. 

The exponential rise and enhancement of RAAS systems 
have changed criminality and challenged traditional 
cybersecurity methods. Since ransomware has become a 
commodity via RAAS, [9] suggested reevaluating existing 
defensive and response methods. Static analysis and 
signature-based detection struggle to mitigate RAAS-
enabled ransomware's adaptability. Thus, RAAS ecosystems 
need innovative and adaptable cybersecurity solutions to 
detect, minimize, and prevent ransomware attacks. 
Cybersecurity specialists, researchers, and legislators must 
collaborate to develop defences against RAAS threats, which 
change often. 

2.2 Phishing Attacks: Techniques, Trends, and Challenges 

The literature is full of phishing assaults that utilize 
different methods to fool and influence victims. According 
to [10], email phishing attacks are frequent and include 
fraudsters posing as trustworthy businesses to obtain 
personal information or induce consumers to download 
hazardous files or click on links. The general phishing attack 
process given by [10] is shown in Figure 1. The research 
discusses spear phishing, which leverages personal 
information to make fraudulent messages more persuasive 
and effective to specific persons or organizations [11]. Also 
mention the emergence of smishing and vishing as ways to 
deceive victims into disclosing critical information [12]. 
Overall, research reveals that phishing attack strategies are 
complicated and ever-changing, requiring several defense 
systems. 

 

Fig. 2: General Phishing Attack Process [10] 
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Recent phishing trends have shown fraudsters' growing 
proficiency and versatility, causing major issues for 
defensive systems. The research addresses pretexting and 
pretext-based phishing to bypass security and influence 
human psychology [13]. Another research reports an 
increase in hybrid phishing attempts [14]. These attacks use 
email, audio, and text to boost success. Due to mobile 
devices and social media, research also noted that phishing 
attacks have spread across many communication channels 
[15]. These developments demonstrate the necessity for 
proactive and adaptive RAAS phishing detection and 
prevention. 

Even though cyber security awareness and technology 
have improved, phishing attacks still plague organizations 
and individuals worldwide. Another study says the human 
factor is a major issue in the literature [16]. Despite 
security measures and technical advances, hackers still use 
people's biases and misperceptions to deceive and control 
them. Another study noted that phishing and social 
engineering schemes change often, making standard 
detection methods problematic [17]. The anonymity of 
digital communication channels and the global internet 
make it hard to identify and punish phishers. A 
comprehensive plan that includes technical improvements, 
user education, and stakeholder collaboration is needed to 
combat phishing attacks. 

2.2.1 Detection Methods for Phishing Attacks 

Phishing detection must be intelligent and flexible to 
keep up with the ever-changing threat environment. This 
section critically examines the main methods, including 
machine learning, artificial intelligence, heuristic, and 
behavioural analysis detection approaches from the 
literature. 

2.2.2 Signature-based detection methods 

Signature-based detection may stop malicious emails 
containing links, attachments, or patterns. Known phishing 
attacks inspired these methods. Studies show how 
signature-based systems can detect phishing threats [18]. 
To address new threats, recognized signature databases are 
updated constantly. One criticizes signature-based 
detection. They say signature-based detection is reactive 
and cannot detect zero-day or unknown phishing attempts 
[19]. Signature-based detection's high false positive rates 
may also identify benign emails as malicious, frustrating 
users and disrupting companies. 

2.2.3 Heuristic and Behavioral Analysis Approaches 

Heuristic and behavioural analysis approaches identify 
phishing attempts by detecting suspicious actions and 
attributes rather than preset indications. Polymorphic 
phishing attacks utilize obfuscation to escape signature-
based detection; [20] discuss how well heuristics detect 
them. Heuristic methods identify and prevent new phishing 
emails by evaluating their behavior and abnormalities. Also 
research user behavior and interaction patterns using 
machine learning methods [21]. It helps detect complicated 
phishing efforts that mimic actual interactions. 

2.2.4 Machine Learning and AI-based Detection Methods 

Modern phishing detection systems utilize machine 
learning and AI to examine massive data sets for detailed 
patterns that suggest criminal intent. Another research 
focused on decision trees and support vector machines, two 
supervised learning approaches that can adapt and learn 
from new data to improve phishing detection accuracy 
[22]. 

According to [23], deep learning algorithms and natural 
language processing may identify semantic and contextual 
evidence of phishing intent. False positives, model 
interpretability, and adversarial attacks limit the potential 
of machine learning and AI-based phishing detection. 
These challenges must be studied and improved. 

2.3 Mitigation Strategies for Phishing Attacks 

A multi-pronged phishing attack mitigation approach 
that integrates technology and user-centric methods 
increases cybersecurity. After going through the literature, 
this section critically analyses user awareness and 
education initiatives, email filtering and security, multi-
factor authentication, and secure communication routes as 
main mitigation strategies. 

2.3.1 User Awareness and Education Programs 

User awareness and education campaigns teach 
phishing detection and response. One author found that 
continual security training and awareness efforts reduce 
phishing attempts [24]. Another Stress is that simulated 
phishing activities may help organizations find and fix 
vulnerabilities  

and improve user awareness and resilience. Education 
initiatives may enhance awareness, but other mitigation 
strategies are needed to guard against phishing attacks [25]. 
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2.3.2 Email Filtering and Security Protocols 

Email filtering and security prevent phishing attacks by 
automatically analyzing incoming emails for hazardous 
content and phishing activities. Research examines how 
effectively advanced email filtering technology can detect 
and prevent phishing emails using rules, signatures, and 
heuristics [26]. One discusses using domain-based message 
authentication, reporting, and conformance (DMARC) 
protocols to prevent email spoofing and verify email 
senders [27]. Another says security and email filtering 
defend against phishing. Advanced attacks that employ 
social engineering to escape detection may outweigh 
existing defenses [28]. 

2.3.3 Multi-factor Authentication and Secure 
Communication Channels 

Multi-factor authentication (MFA) and encrypted 
communication channels may avoid phishing attempts, 
which steal user credentials. Research explores how multi-
factor authentication (MFA) reduces the effect of phishing 
attacks by requiring several verifications to access crucial 
accounts or systems [28]. He designed an IOT-based 
healthcare MFA, as shown in Figure 2. To avoid unwanted 
access and interception of sensitive information, [29] 
recommend encrypted email and messaging systems. Even 
if multi-factor authentication and encrypted communication 
channels enhance security, [30] emphasize the need to 
make implementations simple and integrate them smoothly 
with existing procedures to increase adoption and 
compliance. 

 

Fig. 3: MFA IoT: Internet of Healthcare Things [28] 

Table 1: Critical Analysis 

Ref. Year Paper Title Journal Name Limitations 

[38] 2024 "Reimagining 
Authentication: A 
User-Centric Two-
Factor Authentication 
with Personalized 
Image Verification" 

IEEE Access  Limited focus on 
RAAS-specific 
challenges 

[34] 2022 "Deep Learning for 
Phishing Detection: 
Taxonomy, Current 
Challenges and 
Future Directions" 

IEEE Access Lack of analysis on 
machine learning in 
RAAS contexts 

[35] 2022 "Empirical evidence 
of phishing menace 
among undergraduate 
smartphone users in 
selected universities 
in Nigeria” 

Indonesian 
Journal of 
Electrical 
Engineering 
and Computer 
Science 

Focuses primarily 
on user-centric 
strategies 

[31] 2020 "The Ransomware-
as-a-Service economy 
within the darknet" 

Computers & 
Security 

Limited focus on 
phishing attack 
vectors within 
RAAS 

[32] 2020 "A comprehensive 
survey of AI-enabled 
phishing attacks 
detection techniques" 

Telecommunica
tion Systems 

Lack of RAAS-
specific phishing 
detection strategies 

[36] 2020 "Applicability of 
machine learning in 
spam and phishing 
email filtering: 
review and 
approaches" 

Artificial 
Intelligence 
Review 

Limited discussion 
on evolving 
phishing tactics 

[37] 2020 "An In-Depth 
Benchmarking and 
Evaluation of 
Phishing Detection 
Research for Security 
Needs" 

IEEE Access Limited exploration 
of heuristic 
approaches in 
RAAS settings 

The "Type of Study" column in this updated table specifies 
whether the focus was on detection, mitigation, or both. The 
"Methodology" column lists the precise techniques or 
approaches utilized in each study. This update offers a more 
thorough and understandable summary of the state of the field. 

2.4 Research Gap 

Phishing tactics, trends, and mitigation solutions are well-
documented, but there needs to be more study on 
Ransomware-as-a-Service (RAAS) ecosystems. To prevent 
sophisticated RAAS-enabled phishing attacks, research 
focuses on individual mitigation and detection techniques, 
neglecting strategy interactions and success. Continuous 
research on RAAS and how it influences phishing attack 
dynamics is needed to adapt existing tactics to new threats. 

This research addresses that requirement by evaluating 
phishing attack detection and prevention methods, focusing on 
RAAS challenges. This study combines detection, mitigation, 
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and RAAS operating dynamics to understand the complex 
relationship between phishing attacks and RAAS systems. 
This research will also analyze current methodologies' 
strengths, weaknesses, and trends to improve RAAS 
ecosystem cybersecurity resilience against phishing assaults 
by comparison analysis. The study's main purpose is to solve 
cyber resilience research knowledge gaps so organizations, 
cybersecurity specialists, and politicians may better 
comprehend and battle RAAS-enabled cybercrime's ever-
changing phishing assaults. 

3. Methodology 

The method utilized a literature-based comparative 
analysis examining phishing research to find trends, tactics, 
and countermeasures. This strategy illuminates the complex 
dynamics of RAAS-enabled cybercrime by merging study 
results. The research compares publications using certain 
criteria to provide a focused and complete examination. Figure 
4 below shows a flow diagram for this research.

 

Fig. 4: Research Flow Diagram 

Inclusion criteria: 

 Focus on phishing attack detection and mitigation 
methods. 

 Address the unique challenges presented by RAAS 
ecosystems. 

 Provide empirical evidence or theoretical frameworks for 
evaluating the effectiveness of the proposed methods. 

 Research between 2020-2024 

Exclusion Criteria: 

 Research before 2020. 

 Studies on unspecific phishing detection and mitigation. 

 Studies ignoring RAAS platform issues. 

 Blogs, news, and opinions to guarantee analytical rigour 
and trustworthiness. 

 Studies without empirical data or theoretical frameworks. 

 The method uses IEEE Xplore, Research Gate, and 
Google Scholar as the main search engines to find relevant 
studies. Table 2 shows the research keywords and search 
strings utilized. A total of 7 studies are chosen for analysis. 

Table 2: Keywords and Search Strings 

Keywords Search Strings 

Phishing Attacks "Phishing attacks" AND "RAAS" 

Phishing Detection 
Methods 

"Phishing detection methods" AND "RAAS" 

Mitigation Strategies "Mitigation strategies" AND "RAAS" 

RAAS Ecosystem "RAAS ecosystem" AND "cybercrime" 

Phishing Trends "Phishing trends" AND "RAAS" 

RAAS Challenges "RAAS challenges" AND "phishing attacks" 

Detection Techniques "Detection techniques" AND "RAAS" 

RAAS Evolution "RAAS evolution" AND "phishing mitigation" 

Findings and Trends 

This section shows the comparative results of the 
methodology employed. Table 3 below shows detection 
methodologies comparatively as discussed by each selected 
study. 

Table 3 Comparative Analysis of Various Phishing Attack Detection  
 Methods in RAAS 

Study Year Detection Methodologies Key Findings 

[39] 2023 Signature-based, Heuristic Limited effectiveness 
against RAAS 

[40] 2024 Machine Learning, 
Behavioral Analysis 

Adaptive but not foolproof 

[41] 2022 Heuristic, Pattern 
Recognition 

Effective against known 
threats 

[42] 2023 AI-based, Statistical Analysis High accuracy but 
complex 

[43] 2023 Hybrid Detection, Anomaly 
Detection 

Robust against 
polymorphic attacks 

[44] 2023 Behavioural Analysis, Deep 
Learning 

Context-aware, adaptable 

[45] 2023 Feature-based NLP 
techniques 

Limited by data quality 
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Table 4: Comparative Analysis of Mitigation Strategies Employed in RAAS     
Environments 

Study Year Mitigation Strategies Key Findings 

[43] 2023 User Awareness Programs, 
Email Filtering 

Effective but user-
dependent 

[45] 2023 Multi-factor Authentication, 
Secure Channels 

Robust but resource-
intensive 

[42] 2023 AI-driven Monitoring, Incident 
Response 

Proactive, reduces impact 

[43] 2023 Endpoint Security, Network 
Segmentation 

Comprehensive but 
complex 

[41] 2022 Threat Intelligence, Policy 
Enforcement 

Adaptive, compliance-
driven 

[39] 2023 Data Encryption, Access 
Controls 

Secure but may hinder 
usability 

[40] 2024 Behavioral Analytics, Real-
time Monitoring 

Dynamic, real-time 
response required 

Table 5: Emerging Trends in Phishing Attack Techniques within RAAS 
Ecosystems 

Study Year Emerging Trends Key Findings 

[41] 2022 Evolving Tactics, Social 
Engineering 

Increasingly sophisticated 
attacks 

[39] 2023 Hybrid Attacks, Multi-channel 
Campaigns 

Diversified and 
coordinated strategies 

[42] 2023 AI-driven Attacks, Context-
aware Phishing 

Adaptive and targeted 

[40] 2024 Polymorphic Malware, Insider 
Threats 

Complex, varied threats 

[43] 2023 Automation, RaaS 
Specialization 

Increased efficiency, 
specialized services 

[45] 2023 Cloud-based Attacks, Cross-
platform Exploits 

Expanding attack surface, 
broader impact 

[44] 2023 Zero-day Exploits, Advanced 
Evasion Techniques 

High-risk, low-detection 
attacks 

4. Discussion Insights from the Comparative 
Study 

A comparison of the chosen studies explains the 
complicated topography of phishing attack detection, 
mitigation, and trends in Ransomware-as-a-Service (RAAS) 
ecosystems. 

3.1 Detection Methods 

Key findings include the range and complexity of RAAS 
phishing detection systems. Despite high success rates, 
machine learning and AI-based phishing threat detection 
systems are complex and resource-intensive. The adaptive and 
context-aware heuristic and behavioral analysis approaches 
may need updates to thwart hackers' ever-changing schemes. 

Given these disparities, a multi-pronged phishing detection 
approach that uses the best of various methods is necessary to 
fight against sophisticated assaults. 

3.2 Mitigation Strategies 

The research emphasizes the need for phishing mitigation 
to protect RAAS ecosystems. Real-time monitoring, multi-
factor authentication, and user knowledge may minimize 
phishing. Some solutions sacrifice security and user 
experience, which are finely balanced. Customize one’s 
approach to user needs and leverage adaptable and context-
aware solutions to create a safe and enjoyable user experience. 

The research emphasizes multi-channel campaigns, 
context-aware phishing, and AI-driven RAAS phishing. These 
patterns reflect more complex and targeted assaults that 
exploit system flaws and use sophisticated evasion methods to 
go undetected. Protecting against RAAS systems' wide 
phishing attempts is increasingly important due to shifting 
threats. Threat prediction and reaction need proactive and 
adaptive defence. 

Finally, RAAS phishing complexity is shown by these 
experiments. Cybersecurity experts, researchers, and 
organizations must cooperate, analyze, and develop resilient, 
flexible, and environment-aware detection and mitigation 
approaches. 

5. Challenges and Gaps 

4.1 Identified Challenges in Detecting and Mitigating 
Phishing Attacks in RAAS 

The development of RAAS system phishing is an issue. 
Hackers constantly innovate to break into networks and steal 
data. AI and context-aware phishing outperform security [48]. 
In a shifting battlefield, attackers' fast plan changes may test 
conventional detection methods. Finally, phishing assaults are 
becoming smarter. Thus, we need mitigation tools that can 
handle complicated coordinated campaigns, eliminate false 
positives, and protect user experience. 

4.2 Gaps in Existing Literature and Practices: 

The analysis also uncovers gaps in RAAS phishing attack 
detection and prevention expertise. Many studies have studied 
particular detection and mitigation measures, but only some 
have synthesized them and tested them in RAAS situations. 
Researchers need to learn more about how different tactics 
might work together to boost cybersecurity since present 
research generally ignores the connection between detection 
and mitigation measures. Human factors are also important in 
phishing mitigation techniques; however, RAAS ecosystems 
have yet to be studied. Human factors include user behavior, 
awareness, and decision-making [47]. 

4.3 Limitations of Current Detection and Mitigation 
Methods 

The comparison analysis shows that RAAS phishing 
detection and mitigation methods have disadvantages. 
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Heuristic and signature-based detection systems handle 
recognized threats effectively, but they may miss polymorphic 
phishing attempts with sophisticated evasion methods. 
Multiple-factor authentication and real-time monitoring offer 
great mitigation capabilities, but they may need to be more 
user-friendly and able to survive complicated attacks on 
human vulnerabilities [46]. Because certain sophisticated 
detection and mitigation tactics are resource-intensive and 
may be too much for businesses with limited cybersecurity 
experience and infrastructure, it is crucial to discover solutions 
that can be customized. 

The comparative analysis showed gaps and problems, 
underlining the need for research, innovation, and 
collaboration to build RAAS ecosystem-specific, adaptive, 
comprehensive, and context-aware phishing attack detection 
and prevention solutions. Cybersecurity specialists may 
supplement expertise and assist organizations in resisting 
RAAS-enabled phishing [49]. Data security and stakeholder 
confidence in the digital era. 

5. Conclusion 

Overall, Comparisons of Ransomware-as-a-Service 
Phishing defence options for the RAAS environment were 
fascinating. AI detection and machine learning were accurate, 
but their complexity and resource restrictions needed to be 
addressed. Although more versatile, heuristic and behavioral 
analysis needs assault upgrades. User understanding, multi-
factor authentication, and real-time monitoring may reduce 
phishing. Success has come from these techniques. All 
methods demonstrated the need for security-user satisfaction 
balancing. RAAS-enabled phishing attempts highlighted the 
need for adaptive and proactive security. Addressing problems 
and gaps in practices and literature may help organizations 
defend against RAAS-enabled phishing, secure sensitive data, 
and retain digital trustworthiness. 

Accurate machine learning and AI identification were 
challenging and resource-intensive for future study. 
Behavioral and heuristic analyses were more flexible but 
required regular assault upgrades. Real-time monitoring, 
multi-factor authentication, and user awareness reduce 
phishing. These methods worked well. All these ideas 
revealed that one must balance security and user enjoyment. 
Unique RAAS-enabled phishing attempts were found, 
emphasizing the necessity for proactive and adaptable 
security. Research suggests RAAS phishing needs a 
complicated, context-based approach. Cybersecurity 
researchers must provide robust, adaptable, and user-friendly 
solutions. Addressing present practices and literature 
restrictions may increase digital organization data security, 
RAAS-enabled phishing resistance, and trustworthiness. 

Though imperfect, RAAS ecosystem phishing attack 
detection and mitigation methods are extremely accurate. 
These methods boost cybersecurity and protect sensitive data 
from bad actors. Using sophisticated algorithms, behavioural 
analysis, and hybrid techniques, academics and practitioners 

have created strong phishing solutions that dramatically 
reduce risk and damage. 
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A B S T R A C T 

Interference screws are widely used for soft tissue-to-bone or bone-to-bone graft fixation, with the choice of material being crucial for successful outcomes. 
This study compares the performance of interference screws made of titanium, polyetheretherketone (PEEK), and poly-L-lactic acid (PLLA) under torsional 
and tensile loads using a finite element model. The mechanical results showed that the mean value of the moment to failure was 15.06 Nm for titanium, 1.54 
Nm for PEEK, and 0.797 Nm for PLLA. The mean load to failure of the interference screw was 6493.13 for titanium, 640.71 for PEEK, and 31.76 Nm for 
PLLA. The titanium exhibits the highest moment and load to failure under torsional and tensile loads. PLLA exhibits the lowest and PEEK exhibits the 
intermediate results. PLLA exhibits less deformation under tensile and torsional load, which makes it suitable for load-bearing applications. 

Keywords: Biomaterials, Orthopedic implants, Interference screw, Failure analysis, Biomedical devices 

 

1. Introduction 

The successful reconstruction of the anterior cruciate 
ligament (ACL) requires a secure fixation of the graft in both 
the femoral and tibial tunnels, and interference screws play a 
crucial role in this process [1]. The choice of material for 
these screws is pivotal, with commonly used options being 
titanium, polyetheretherketone (PEEK), and poly-L-lactic 
acid (PLLA) [2-4].  

Titanium screws are widely employed for ACL 
reconstruction due to their strength and stiffness, ensuring a 
secure graft fixation—a prerequisite for success. However, 
challenges during insertion can arise due to their higher 
hardness [5]. PEEK interference screws, an alternative to 
titanium, offer radiolucency for artifact-free imaging and an 
elastic modulus similar to bone, potentially reducing stress 
shielding. Moreover, they do not cause tunnel widening, a 
concern with titanium screws after hamstring ACL 
reconstruction [6]. PLLA interference screws, being 
bioresorbable, can mitigate cyst formation and bone 
destruction over time, although they may present 
complications such as pain at the screw site [7]. 

Advancements in interference screw materials aim to 
enhance functionality, with current biodegradable options 
including degradable metal-based materials like Mg-based, 
Zn-based, and Fe-based alloys, as well as polyester-based 
degradable polymers or their composites [8-15]. Metallic 
biodegradable materials, especially Mg-based ones, are 
gaining attention due to their high bioactivity, precise 
degradation, and excellent mechanical properties [16, 17]. 
Mg-based materials offer biocompatibility, biodegradability, 
and mechanical strength, making them attractive for medical 
applications. Crucially, unlike permanent implants requiring 
secondary removal surgery, magnesium-based biodegradable 
materials gradually dissolve and get metabolized by the 
body, reducing long-term complications and eliminating the 

need for additional surgery [18, 19]. 

Screws made of biodegradable materials are easily 
degradable in the body, with PLA breaking down into lactic 
acid and glycolic acid, and PGA [20, 21]. However, the 
downside of bioresorbable interference screws is that they 
can lead to bone destruction and cyst formation during the 
hydrolytic process and may cause complications such as 
pretibial pseudocyst and pain at the tibial screw site [22, 23]. 
Combining these PLA isomers alone can affect the 
degradation time and mechanical strength. Hydroxyapatite 
(HA) and Beta-tricalcium phosphate (ß-TCP) are widely 
used as bone void fillers due to their excellent 
biocompatibility with bone and mineral content that closely 
resembles natural bone [24-26]. However, like polymers, 
these materials also have issues with resorbability. HA has a 
slow resorption rate and can take years, while ß-TCP resorbs 
quickly and exhibits improved bone formation ability [27-
29]. ß-TCP is also combined with HA to improve the bone 
formation ability [30, 31].  

The commercial sector is investing large amounts in the 
research and development of innovative materials. A variety 
of materials are in the research and development phase for 
interference screws. Testing interference screws made of 
different materials has certain limitations that researchers 
must be aware of, including variability in material 
properties, complexity of mechanical testing, and difficulty 
in establishing clinical relevance. Numerical simulation 
using commercially available packages can become an 
important tool for testing interference screws under 
mechanical testing because they can provide researchers 
with a fast, cost-effective, and detailed way to evaluate the 
screws' performance under different conditions and to 
optimize the properties of materials and their design for 
improved performance. This research focuses on the testing 
of interference screws made of different available materials. 

Corresponding author: engr.aqeel14@gmail.com  
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The objective of this research is to present the method for 
identifying other suitable innovative materials. 

2. Material and Methods 
2.1 Geometry 

Round head and fully threaded interference screws with 
different sizes have been introduced by many companies 
such as Stryker, Zimmer Biomet, Arthrex, etc. All these 
companies provide approximate similar designs and 
dimensions of interference screws. The round head design of 
the Arthrex interference screw (10 × 35) was selected for 
this research. The screw was modelled using PTC Creo 
Parametric. The length and major diameter of the screw were 
35 mm and 10 mm respectively. The threaded profile was 
created by sweeping a cut profile on a helical path in such a 
way that the minor diameter gets smaller at the tip of the 
screw. A hole of the diameter was created in the screw. The 
hexagonal socket head of the diameter was made. 

2.2 Meshing 

ANSYS static structural module was used to create the 
meshed geometry of the interference screw. Tetrahedral 
mesh-type geometry is shown in Fig. 1. 150,000 elements 
were used for the computational analysis. 

 
Fig. 1. Meshed geometry of interference screw 

2.3 Boundary conditions 

The interference screw was tested under insertion 
torsional and tensile load. For tensile testing, one end of the 
screw was fixed and on the other end, a tensile load was 
applied as shown in Figure 2a. A torque load was used on 
the same end for producing torque as shown in Figure 2b. 
First, the interference screw was tested on an 877 N tensile 
load and 15603 N-mm moment, and the factor of safety was 
noted in these loading conditions. Then, the load to failure at 
yielding was predicted by using the values of applied load 
and factor of safety. Maximum equivalent stress and 
deformation were predicted against the same values of the 
factor of safety. 

This research focuses on the testing of interference 
screws made of titanium, PLLA, and PEEK. The properties 
of materials as input parameters are given in Table 1. 

The loads were applied and the finite element model was 
solved using ANSYS static structural. The maximum stress 
and displacement were compared to the yield strength and 
deformation limit of the screw material to determine if the 
screw is safe under the applied load. Table 2 demonstrates  

that as mesh density increases, the quality of elements 
(measured by skewness) improves, and simulation results for 
maximum equivalent stress and deformation converge. At 
100,000 elements, there is reasonable accuracy, but grid 
independence is achieved at around 150,000 elements, with 
stable results for deformation (~0.318 mm). Using 508,000 
elements further improves skewness quality but provides 
negligible changes in results. Therefore, 150,000 elements 
were used for the computational analysis. 

 
Fig. 2. Interference screw under load (a) tensile load (b) torsional load 

Table 1: Material properties as input parameters for numerical simulation in 
    ANSYS. 

Property PLLA PEEK Titanium  

Ti-6Al-4V 

Density g/cm3 1.25  1.31 4.43 

Yield strength MPa 60  115 1170 

Melting Temperature oC 160 - 170 350 1660 

Modulus of Elasticity MPa 3500  4100 113800 

Ultimate strain 6 % 15% 10 % 

Elongation at break  <5% 15 % 10 % 

Poison ratio  0.3 0.4 0.342 

Table 2: Grid independence test and skewness distribution for numerical 
     simulation in ANSYS. 

Mesh Quality 

(elements) 

Skewness distribution 

(Quality) 
Maximum 
deformation (mm)  

100,000 68% (0.0 – 0.25),  

25% (0.25 – 0.5),  

7% (0.5 – 0.75)  

0.2356 

125,000 70% (0.0 – 0.25),  

26% (0.25 – 0.5),  

4% (0.5 – 0.75)  

0.3058 

150,000 72% (0.0 – 0.25),  

27% (0.25 – 0.5),  

1% (0.5 – 0.75)  

0.3177 

500,000 75% (0.0 – 0.25),  

24% (0.25 – 0.5),  

1% (0.5 – 0.75)  

0.3178 
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2.4 Estimation of equivalent stresses and deformation 

Assuming the interference screw has a cylindrical 
geometry with radius R, length L, and shear modulus G: 
Maximum equivalent stresses (𝜏௠௔௫) can be calculated using 
Equation 1. 

𝜏௠௔௫ =
்ோ

௃
             (1) 

Where T is applied torque and J is polar moment of 
inertia which can be calculated by using equation 2. 

𝐽 =
గோర

ଶ
        (2) 

Equivalent von-mises stresses (𝜎௘௤) were calculated 
using Equation 3. 

𝜎௘௤ =  ට
ଷ

ଶ
𝜏௠௔௫          (3) 

The shear strain was calculated using equation 4. 

𝛾 = 𝑇𝐿 /𝐺𝐽       (4) 

The deformation 𝜃 was calculated using equation 5. 

𝜃 =  
்௅ 

ீ௃
         (5) 

Assuming the interference screw has a cylindrical 
geometry with radius R, length L, and Young's modulus E 
for finding the equivalent stresses and deformation under 
tensile load. The maximum tensile stress was calculated 
using Equation 6. 

𝜎௠௔௫ =
ி

஺
              (6) 

Where F is the applied axial load and A is the cross-
sectional area (A = πrଶ). Equivalent von-mises stress (σୣ୯) 
was calculated using equation 7. 

𝜎௘௤ = ඥ𝜎௠௔௫
ଶ + 3𝜏ଶ        (7) 

Where τ is the shear stress due to axial load, which was 
calculated by equation 8. 

𝜏 =  
ி

ଶ஺
     (8) 

The tensile strain was calculated by 𝜀 =  
ఙ೘ೌೣ

ா
 and axial 

deformation was calculated by equation 9. 

𝛿 =
ி௅

஺ா
          (9) 

Result and Discussion 
3.1 Titanium 

Stress distribution in the case of titanium interference 
screw is in the range of 1.7951 to 1170 MPa. The stress 
distribution in an interference screw under torsional load is 
primarily caused by the uneven distribution of torque 
throughout the screw. The torque is applied at one end of the 
screw, and as it travels along the length of the screw, it 
encounters varying levels of resistance from the bone and 
surrounding tissue. This results in areas of high stress where 

the torque encounters the greatest resistance and areas of 
lower stress where the resistance is lower. The results are 
presented in Figure 3a. 

The failure of an interference screw to torsional load is 
typically concentrated at the point where the screw threads 
meet the bone, making it prone to failure. High stress is also 
observed near the head during initial torque application. On 
the other hand, the mid-shaft region of the screw, 
characterized by its larger diameter, serves as the strongest 
point, effectively resisting bending and torsional forces. The 
thread profile, particularly deeper threads, enhances 
resistance against pull-out forces. This information, visually 
represented in the figure, highlights the critical importance 
of comprehending both the weakest and strongest points of 
an interference screw under torsional load. Such insights are 
pivotal in designing more reliable and durable screws 
capable of withstanding the stresses encountered during 
orthopedic procedures. 

 
Fig. 1. Stress distribution (a) under torsion load (b) under tensile load 

When a tensile load is applied to an interference screw, it 
is directed to the screw's head while the tail end remains 
fixed. This setup generates a tension force transmitted along 
the screw's length, leading to a stress distribution that varies 
from the head to the tail end. The maximum stress occurs 
near the head due to force concentration in this region and 
the reduced cross-sectional area of the screw. As the load 
progresses along the screw, stress gradually decreases, 
reaching a minimum near the tail end where the screw is 
anchored to the bone. The stress distribution under tensile 
load is presented in Figure 3b. The stress distribution under 
tensile load mirrors that under torsional load, as varying 
levels of resistance along the screw's length lead to areas of 
high stress and lower stress.  
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Maximum deformation under torsion load acts at 
the head end due to the application of torsion load at this 
end. Under tensile load, the screw undergoes an elongation 
deformation, with the head end being pulled away from the 
tail end. This elongation creates tensile stresses within the 
screw, resulting in a strain that is highest near the head and 
lowest near the tail end. The deformation under tensile load 
can also lead to failure modes such as screw pull-out or 
screw breakage. The deformation under torsion load and 
tensile load is shown in Figure 4a and Figure 4b. 

 
Fig. 4. Deformation under (a) torsion load (b) tensile load 

3.2 PEEK 

Interference screws made of PLA exhibit 60 MPa 
maximum equivalent stress. The stress distribution in an 
interference screw due to the uneven distribution of torque 
throughout the screw is shown in Figure. The minimum 
equivalent stress at the interference screw under torsional 
load occurs near the head and tail at the shortest diameter of 
the screw as shown in Figure 5a. The maximum stress 
occurs at the largest diameter of the interference screw. The 
weakest and strongest points of interference screw under 
torsional load can be better visualized from the factor of 
safety distribution under torsional load. The stress 
distribution of the interference screw under tensile load 
varies from the head to the tail end as shown in Figure 5b. 
The maximum stress under tensile load occurs near the head, 
where the load is initially applied. The minimum stress 
occurs near the tail end, where the screw is fixed. The 
maximum stress in the interference screw under tensile load 
occurs on the fewer portions of a screw as compared to stress 
distribution under torsional load. The results showed that 
interference screws under tensile load performed better as 
compared to torsional load. 

 
Fig. 5. Equivalent stress distribution under (a) torsional load (b) Tensile 

load 

The maximum deformation under torsional occurs near 
the head and minimum strain occurs near the tail end due to 
the shear stresses as a result of twisting motion. The 
deformation distribution is shown in Figure 6a. The 
maximum deformation under tensile load occurs near the 
head and minimum near the tail end due to the uneven 
distribution of tensile stress within the screw. The 
deformation under tensile load is significantly less as 
compared to the deformation under torsional load. The factor 
of safety distribution clearly showed that the interference 
screw under tensile load exhibits less failure as compared to 
the interference screw under tensile load. The results are 
shown in Figure 6b. 

 
Fig. 6. Deformation under (a) torsional load (b) Tensile load 
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3.3 PLA 

Interference screws made of PLA exhibit 60 MPa 
maximum equivalent stress. The stress distribution in an 
interference screw due to the uneven distribution of torque 
throughout the screw is shown in Figure. The minimum 
equivalent stress at the interference screw under torsional 
load occurs near the head and tail at the shortest diameter of 
the screw Figure 7a. While the maximum stress occurs at the 
largest diameter of the interference screw. The stress 
distribution of the interference screw under tensile load 
varies from the head to the tail end as shown in Figure 7b. 
The maximum stress under tensile load occurs near the head, 
where the load is initially applied. The minimum stress 
occurs near the tail end, where the screw is fixed. The 
maximum stress in the interference screw under tensile load 
occurs on the fewer portions of a screw as compared to the 
stress distribution under the torsional load. The results 
showed that interference screws under tensile load 
performed better as compared to torsional load. 

 
Fig. 7. Equivalent stress distribution under torsional load 

The maximum deformation under torsional occurs near 
the head and the minimum strain occurs near the tail end due 
to the shear stresses as a result of twisting motion. The 
deformation distribution is shown in Figure 8a. The 
maximum deformation under tensile load as shown in Figure 
8b occurs near the head and minimum near the tail end due 
to the uneven distribution of tensile stress within the screw. 
The deformation under tensile load is significantly less as 
compared to the deformation under torsional load. The factor 
of safety distribution clearly showed that the interference 
screw under tensile load exhibit less failure as compared to 
the interference screw under tensile load. 

 
Fig. 8. Deformation under (a) torsional load (b) tensile load 

4. Comparison 

Table 3 presents the equivalent stresses and deformation 
results for titanium, PEEK, and PLLA. The results show that 
titanium exhibits the highest moment to failure and load to 
failure under torsional and tensile loads. PLLA exhibits the 
lowest results, and PEEK exhibits the intermediate results.

Table 3: Summary of results for titanium, PEEK, and PLA 

Moment Load Tensile Load 

Material Moment to Failure 
Maximum 
Deformation 

Maximum 
Equivalent Stress Load to Failure 

Maximum 
Deformation 

Maximum 
Equivalent Stress 

Nm mm MPa N mm MPa 

Ti-6Al-4V 15.6027 0.318 1170 6493.1326 7.67E-02 1170 

PEEK 1.542014841 0.90919 115 640.70989 0.20683 115 

PLLA 0.797237093 0.51286 60 31.75958104 0.12861 60 
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Interference screws made of PEEK can withstand higher 
loads than PLLA, they may be less resistant to deformation 
than titanium. Results indicate that titanium screws have the 
maximum equivalent stress, implying greater load-bearing 
capacity, while PEEK and PLLA screws show lower 
equivalent stress values, suggesting they may not be as 
strong under heavy loads. 

Notably, PLA interference screws demonstrate 
significantly less deformation under tensile loads compared 
to titanium and PEEK, indicating better resistance to 
bending or twisting. The choice of interference screw 
material depends on specific application requirements, 
including strength, durability, and deformation resistance. 
For applications prioritizing high strength and load-bearing 
capacity, titanium may be the preferred choice. Conversely, 
if resistance to deformation and bending is crucial, PLLA 
may offer a more suitable option. 

5 Conclusion 

Interference screws are widely used for the fixation of 
soft tissue-to-bone or bone-to-bone grafts. The selection of 
the appropriate material for interference screws is crucial. 
Different materials are used for these screws, including 
titanium, polyetheretherketone (PEEK), and poly-L-lactic 
acid (PLLA). This study compares the failure behavior and 
strength of various screws made of titanium, PLLA, and 
PEEK under tensile and torsion loads. Titanium alloy 
exhibits the highest strength, with a moment to failure of 
15.60 Nm and a load to failure of 6493.13 N. Maximum 
equivalent stress is 1170 MPa for both load types. 
Deformation is minimal, at 0.318 mm under moment and 
0.077 mm under tensile load, indicating high stiffness and 
durability. PEEK shows moderate strength with a moment to 
failure of 1.54 Nm and a load to failure of 640.71 N. 
Maximum equivalent stress is 115 MPa. Deformation is 
higher than titanium's, at 0.909 mm under moment and 0.207 
mm under tensile load, reflecting its flexibility compared to 
metal's. 

PLA has the lowest strength, with a moment to failure of 
0.80 Nm and a load to failure of 31.76 N. Maximum 
equivalent stress is 60 MPa. Deformation is 0.513 mm under 
moment and 0.129 mm under tensile load, indicating that 
PLA is less suitable for high-load applications due to its 
lower strength and higher deformation. The minimum 
equivalent stress at the interference screw under torsional 
load occurs near the head and tail at the shortest diameter of 
the screw. While the maximum stress occurs at the largest 
diameter of the interference screw. 
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A B S T R A C T  

The increasing energy demands, depletion of traditional energy sources, and significant environmental changes have necessitated the search for 
alternatives to petroleum fuels. Among the available alternatives, straight vegetable oil (SVO) is a viable option due to its properties being similar to fossil 
diesel (FD).  This study shows that the viscosity of straight Karanja oil significantly decreases and aligns with FD when heated to temperatures between 
105°C and 110°C. The viscosity of Karanja oil was reduced using a specially developed coiled-type heat exchanger to recover waste heat from engine 
exhaust flue gas. A compression ignition (CI) engine was operated at a constant speed (1,500 rpm) under varying loads from 10% to 100% of engine rated 
capacity in 10% increments. While FD exhibited superior performance due to its lower viscosity, heating Karanja oil to 105°C reduced its viscosity, 
enhancing engine performance However, the brake thermal efficiency (BTE) was poor and brake-specific fuel consumption was higher when using heated 
Karanja oil compared to FD. Preheated straight Karanja oil (PSKO) showed better performance as compared to unheated straight Karanja oil (USKO). 
The highest BTE for all tested fuels was recorded at 80% of the engine’s rated load.  Although NOx concentration was lower in USKO than FD, however, 
when PSKO was used, NOx emissions started increasing while CO emissions were decreased. the best diesel engine performance and the lowest emission 
levels were achieved with Karanja oil heated at 105°C.  

Keywords: Preheated Straight Karanja Oil, Waste Heat Recovery, Heat Exchanger, Diesel Engine, Brake Thermal Efficiency 

1. Introduction  

Ecological concerns, declination of fossil fuel reserves, 
escalating industrialization and transformation of the global 
world have led researchers worldwide to seek alternatives 
from renewable resources. Studies suggest that pure 
vegetable oils could serve as a viable commercial option that 
could reduce the dependence on fossil fuels. In India, 
farmers mostly use diesel engine (DE) for agricultural work. 
Vegetable oils have unique characteristics, and their 
properties (Table 1) are comparable to fossil diesel, bio-
degradable, locally and readily available in nature [1]. 
However, instead of the unique feature to allow use of neat 
vegetable oil (VO) in the engine, it has certain limitations. 
Straight vegetable oil (SVO) causes carbon depositions in 
the combustion chamber, piston top, incomplete burning, 
and other problems, like blockage of fuel injectors, sticks 
piston rings, and etc. [1-7]. To o bvercome these problems, a 
number of methods have been tried; however, preheating the 
unprocessed VO prior to injection is best suited to decrease 
the viscosity [7-11]. The higher energy requirement and 
response time make it unpopular to proven technique like 
transesterification. Apart from that, few studies found higher 
NOx emissions than fossil diesel (FD) [1-8, 12]. Although, 
the use of SVOs in DE, creates various operational issues 
that affect the performance and emission level of the engine 
[1-10, 13]. However, these problems have significantly 
appeared during the engine's long-run operation rather than 
the short-run operation.  

SVO not only reduces dependency on crude oil but also 
helps to decrease the effects of climate change by storing 
carbon [14-16]. Edrisi, et al. [17] reported that a 5-year-old 
Karanja SVO not only reduces dependency of crude oil but 
also helps to reduce the effect of climate change by storing 
carbon [14-16]. Moreover, this 5-year-old Karanja 

(Pongamia pinnata) plantation has a carbon sequestration 
capacity of around 49.28 tonnes per hectare [17]. A study 
[18] estimates that there are around 9.1 million Karanja trees 
in India, which collectively sequester 2.53 metric tons of 
CO2 (carbon dioxide equivalent) across the country [15, 16]. 

Table 1: Thermo- Physical properties of Non-Edible VOs 

Properties Value in Range 

Kinematic Viscosity [cSt at 38°C] 32.6-76.4 

Density [kg/m3] 870-970 

Flash Point[°C] 110-330 

Cloud Point [°C] −11.6 to 23 

Pour Point [°C] - 40.0 to 31 

Carbon Residue [% w/w] 0.22-0.64 

Free Fatty Acid [%w/w] 1–5% 

Calorific Value [MJ/kg] 34–42.15 

Cetane number 32– 59.5 

Because of the higher viscosity and lower volatility, 
unheated straight Karanja oil (USKO) has very poor brake 
thermal efficiency (BTE) and higher brake-specific fuel 
consumption (BSFC) as compared to FD. To improve the 
performance and emission behavior, many researchers [19-
23] incorporated the waste heat recovery based heat 
exchanger to preheat the straight Karanja oil for lowering its 
viscosity. With the application of preheated Karanja oil (70 
to 130°C), the BTE and exhaust gas temperature (EGT) 
increased with the load. Regardless of loads, EGT was 
repeatedly noted to be higher than FD. It may be due to 
better spray and rich oxygen content in VO [19, 22-25]. It is 
well known that SVO is more beneficial than VO based 
biodiesel because the production cost and energy 
consumption of biodiesel is higher [22, 23]. Preheated 
straight Karanja oil (PSKO) bleached fewer CO2 emissions
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Fig. 1: Karanja (Pongamia pinnata) tree, flowering, fruiting, seeds and filtered oil 

than USKO and FD. The CO emissions from USKO and 
PSKO were nearly similar to DF and increased with the 
load. Overall, the emissions characteristics, i.e., HC, NO, 
CO2, and CO of PSKO were lower than that of FD [22, 23]. 
Acharya et al. [19] also reported higher BSFC, EGT and 
lower BTE for PSKO compared to FD at all loads. 
Additionally, they found no appreciable difference between 
PSKO and FD in terms of diesel engine performance. 

This Article examines the operational and emission 
characteristics of CI engine fueled with raw, unblended 
unprocessed (or straight) Karanja oil at various fuel inlet 
temperatures and loads.  

2. Materials and Methods 

The study was carried out at the School of Energy and 
Environmental Studies (SEES), Devi Ahilya 
Vishwavidayala, Indore (MP) India. Considering the 
availability in Indore (Central India) region Karanja oil was 
chosen as the SVO. 

2.1 Test Fuel: Straight Karanja Oil 

Straight Karanja (Pongamia pinnata) oil was bought from 
Indore agro-vendors. For the long-term trials, more quantity 
of oil was needed, thus, seeds of Karanja were purchased 
from sellers in neighborhood markets in Indore and different 
areas of Chhattisgarh, India. A mechanical expeller was used 
to extract the oil from Karanja seeds. FD was purchased 
from the open markets of Indore. Figure 1 shows the tree, 
flowering, fruiting, and seeds of Karanja tree. 

2.2 Characterization of Straight Karanja Oil 

The Thermo-physical properties of the Karanja SVO and 
FD were performed as per the ASTM standard (Table 2). 
Redwood viscometer, Hydrometer, Pensky-Martin's 
apparatus, and a Bomb calorimeter were used to determine 
the viscosity, density, flash point, fire point, cloud point, 
pour point, and calorific value Karanja of respectively. 
Thermo-physical properties of the straight Karanja oil were 
compared with FD. It was observed that Karanja oil has 
greater density, viscosity, flash point and fire point 
compared to FD; however, it has a lower gross heating 
value. Since the viscosity is the function of temperature, thus 

to know the effect of temperature on the viscosity of Karanja 
oil, it was heated at different temperatures (40 to 140℃) 
(Table 3). 

Table 2: Thermo-physical property of straight Karanja oil and FD (Diesel)  

Property Karanja oil Diesel fuel ASTM 

Kinematic viscosity @ 40 ℃ 
[cSt] 

34.5 2.9 D 445 

Density @ 40 ℃ [kg/m3] 933 866 D 1298  

Flash Point [℃] 224 72 D 93  

Fire Point [℃] 256 80 D 93  

Cloud Point [℃] 4.2 -3 D 97  

Pour Point [℃] -2.1 -18 D 97  

Calorific Value [kJ/kg] 38900 43800 D 240 

Table 3: Effect of temperature on kinematic viscosity of Karanja oil 

Temperature [℃] Kinematic viscosity [cSt] 

40 34.5 

50 26 

60 17 

70 12.87 

80 9.91 

90 7.1 

100 5.5 

105 4.8 

110 4.1 

120 3.91 

130 3.5 

140 3.2 

2.3 Design and Development of Waste Heat Recovery 
Heat Exchanger 

In order to improve the engine performance and emission 
level, preheating of Karanja oil before injection is essential. 
In accordance with the temperature of the exhaust gas and its 
intended use, a variety of heat exchanger (HE) can be 
utilized to recover heat. 

A diesel engine loses over 30% of its input energy 
through exhaust gas [26]. To utilize the exhaust gas waste 
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heat, a helical coil HE was designed and developed. As 
helical coil HE has some advantage over other HE [26 -29]. 

To increase the rate of heat transfer, free flow of viscous 
fuel within the tube, avoiding leakage, cracks after heating, 
the inner diameter of copper coil tube (d) was considered as 
8 mm, considering the thermo-physical property of Karanja 
oil, space available in the engine test rig to locate the HE and 
material constraint. Literatures [27-30] indicate that the inner 
diameter of a copper coil tube should be in the range of 6-10 
mm. The outer diameter of copper coil tube (do), helix 
diameter (D), outer and inner diameter of HE shell and pitch 
(space between each helix turn) (p) were kept as10 mm, 120 
mm, 160 mm, 140 mm, and 20 mm respectively [27-30]. 

The density of USKO was taken as 933 kg/m3 (refer to 
Table 2) for designing of heat exchanger. The preheating 
temperature of Karanja oil was considered as 105℃ (Table 
3). The kinematic viscosity (υ = 4.8 cSt at 105℃), EGT and 
NOx emission level found comparable with DF at preheating 
temperature of 105℃ [19, 31]. Additionally, literature also 
reported that the fuel preheating temperature of vegetable 
oils above 105℃, EGT, and NOx significantly increased, 
and below 105℃, Karanja oil gets significantly thicker [19, 
22-21, 24, 31]. Considering the above, the number of turns 
of the helical coil (N) and the length of the coil needed to 
make N turns (L) are calculated. 

The cross sectional area of the heating helical coil (A_c), 
and mass flow rate of vegetable oil flowing into the helical 
coil (m ̇) were estimated using relation [29] 

                             Aୡ = πdଶ/4     (1) 

and 

        𝑚̇ = M/ρ      (2) 

Here, ‘M’ is the specific fuel consumption of fuel in kg/h 
and ρ is the density in kg/ m3of USKO (Table 2). The 
velocity of vegetable oil (s) was determined as per the 
relation suggested by Raheman and Pradhan [29] (s = m/Ac). 

Considering the non-linear flow of vegetable oil inside 
the helical coil, the Reynolds and dynamic viscosity (µ) were 
calculated using the relation in the following equations 3 and 
4 respectively [27-30] 

        Nୖୣ = ρsd/µ      (3) 

and 

        µ= υ x ρ      (4) 

Similarly, the Prandtl number for vegetable oil was 
calculated using equation following equation 5 [27-28, 32] 

           N୔୰ = µ x C୮/ k      (5) 

Here, k and C୮ are thermal conductivity (0.024 W/m/K) 
and heat capacity of engine exhaust gas (1.15 kJ/kg/ K) [29].   

 

Similarly, the coefficient of heat transfer was estimated 
as per the empirical relation suggested by Alimoradi and 
Farzad [27-28], Raheman and Pradhan [29] and Cengel and 
Ghajar [33]. 

     h୧ = 0.6 Nୖୣ
଴.ହ N୔୰

଴.ଷଵ k / d     (6) 

(for the value of Nୖୣ < 10,000)  

and 

           h୧ୡ = h୧[1+ 3.5(d/D)]    (7) 

The coefficient of heat transfer inner side of the coiled 
tube based on an outside diameter (hio) was estimated 
through [29, 33] 

      h୧୭ = h୧(d/d୭)    (8) 

The length of the coil needed to make N turns (L), the 
volume occupied by the coil (Vc) and the volume of the HE 
shell were evaluated by relation (Va), and were calculated 
using equations 9, 10 and 11 [27-29] 

        L=ඥ(2π x D/2)ଶ +  pଶ x N     (9) 

          Vୡ = 
஠

ସ
 x 𝑑௢

ଶ x L  (10) 

and 

          Vୟ = 
஠

ସ
 x Cଶ x p x N  (11) 

The Volume available for the flow of exhaust gas in the 
annulus (V୤ = Vୟ - Vୡ) and the Mass velocity of exhaust 

gas (𝑣௠) = 
୑

ಘ

ర
 ୶ (େమି ୢ౥)

 were determined considering mass 

flow rate of exhaust gas (𝑀̇) as 109.278 kg/h [27,29].  

Shell-side equivalent diameter (De) is also calculated 
through the following relation equation suggested by 
Yousefi et al. [26] and Alimoradi and Farzad [27-28] 

       Dୣ = 
ସ ୶ ୚౜

(஠ ୶ ଵ଴ ୶ ୐)
    (12) 

For calculating the Reynolds number and Prandtl number 
of the gas equations 13 and 14 were used 

       Nୖୣ = Dୣ x 𝑣௠ / µex   (13) 

and 

       N୔୰ = µex x C୮ୣ/ k   (14) 

The viscosity of exhaust gas flow (µex= 0.0828 kg/m/h at 
temperature T = 400 K) [34] heat capacity of gas C୮ୣ = 1.15 
kJ/ kg/ K, Viscosity of gas, µex = 0.230 x10ିସ  kg/m/s and 
thermal conductivity of gas, k = 0.024 W/m/K were used for 
calculation of Reynolds number and Prandtl number [26-28]. 

The heat transfer coefficient outside the coil (h୭) was 
estimated by equation 15 [27-30]. 

 h୭ = 0.36 Nୖୣ
଴.ହହ N୔୰

଴.ଷଷ k/Dୣ when Nୖୣ>10,000 (15) 
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For the determination of the overall heat transfer 
coefficient of the heat exchanger, the relation given in the 
equation 16 was used [29, 33]. 

              
ଵ

୙
=  

ଵ

୦౥
+  

ଵ

୦౟౥
+  

୸

୩ౙ
 + Rୟ + R୲   (16) 

Here coil wall thickness (z) was consider as 2 mm, Shell-
side fouling factor, Rୟ = 0.00176 mଶ K/W, Tube-side 
fouling factor, R୲ = 0.00053 mଶ K/W, Thermal conductivity 
of the copper coil, kୡ = 401W/m/K was used to calculate 
above parameters [29, 33, 35]. 

2.3.1 Determination of Required Area of Coil (A) 

The following parameters were assumed for designing 
the HE. It includes the intake temperature of exhaust gas  
(T1) = 210℃, exit temperature of exhaust gas (T2) =195℃, 
intake temperature of Karanja oil (t1) = 30℃, and exit 
temperature of Karanja oil (t2) =105℃ (Table.1.3). Raheman 
and Pradhan [29], Cengel and Ghajar [33] suggested the 
relation of the Log mean temperature difference (LMTD) 
∆௧௠ [26-29,33]. 

     ∆௧௠ = 
(்ଵି௧ଵ) ି (்ଶି௧ଶ)

௟௡
(೅భష೟భ)

(೅మష೟మ)

       (17) 

The Total Heat loads (Q) and required area (A) were 
estimated using the following equations 18 and 19 [29, 33]. 

      Q= MC୮∆௧  (18) 

and 

      A = 
ொ

௎∆೟೘
    (19) 

However, for determination of the Theoretical Number of 
Turns of the Helical Coil (N) and the Horizontal Length (Y) of 
the HE Shell were estimated by equations 20 and 21 of the HE 
Shell which contains ‘N’ Turns of the Helical Coil [29] 

                 N =
஺

గௗ(
ಽ

ಿ
)
   (20) 

and 

      Y= N (p+d)  (21) 

3. Experimental Setup and Procedure  

A Kirloskar make diesel engine as per specification 
given in Table 4 was used for experimentation. The 
Experiment was performed at the School of Energy and 
Environmental Studies, Devi Ahilya Vishwavidayala, 
Indore, India. It was instrumented as shown Figure 2. Belt 
brake dynamometer was used for loading the engine. 

Table 4. Engine Specifications 

Particulars  Engine Specifications  

Make and Model  Kirlosker AV1 

Rated Output 3.7 kW /5 hp; constant speed (1500±5% 
rpm) 

Type of Engine  Vertical, Direct Injection, VCR, naturally 
aspirated and manually started CI engine. 

Number of Cylinder and 
Stroke 

Single Cylinder and Four Strokes 

Compression Ratio  Variable compression Ratio 12:1 to 20:1 

Bore and Stroke 80 mm, 110 mm 

Type of Loading and 
Cooling 

Rope Brake Dynamometer, Water Cooled 

Injection Timing  23 Degree bTDC 

Injection Pressure  210 Bar 

Torque at Full Load (kN-
m) 

0.024(2.387) @ 1500 rpm 

Specific Fuel Consumption 
(gm/kW.h) 

245 

 
Fig. 2 Experimental setup of SVO based 4 stroke VCR diesel engine with modified fuel injection line 
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Separate fuel tanks, one for FD and another for Karanaj 
oil) with modified fuel supply lines (gravity-fed) were 
incorporated with the setup. A calibrated burette was 
equipped to measure the rate of fuel consumption. To know 
the temperature of Karanja oil and engine exhaust gas J and 
K-type thermocouples along a 16-channel data logger were 
used. A flue gas analyzer (TESTO-340) was used to record 
the emissions data. The engine performance parameters like 
fuel consumption rate, operating efficiency at different loads, 
engine exhaust temperature, and exhaust gas emissions were 
evaluated [36]. 

The fuel injection system was linked to a three-hole 
pumped injection system with a 0.25 mm needle lift and a 
200–240 bar nozzle opening pressure. Cooling water was 
supplied from the main tank through gravity to cool the 
engine. Finally, a copper tube with an inner and outer 
diameter of 8 mm and 10 mm and a spiral coil with a length 
of 220 mm was designed and developed using mild steel. 
The engine was always started and closed with FD, and later 
it was shifted to Karanja oil (once Karanja oil gained 
temperature up to 65°C) by the four-way valve. 

Karanja oil was heated with a designed and developed 
shell and helical coiled heat exchanger, which was attached 
to the exhaust line. Two gate valves (one valve for regulation 
of flow rate to HE and the other for bypassing the exhaust 
gas) were installed in the exhaust gas line prior to the HE to 
regulate the temperature (40-120°C) of the Karanja oil. To 
maintain the temperature of Karanja oil, the injection line is 
passed from the heat exchanger. Before beginning the test 
run, the engine oil sump was filled with fresh lubricating oil 
(20 W 40) and filtered Karanja oil was filled in a separate 
fuel tank. The performance of the engine was evaluated at 
ten different engine-rated loads (varied from 0% to 100%) 
with FD, USKO, and PSKO as per the specifications of the 
engine supplier (Table 4). 

4. Results and Discussion 
4.1 Fuel Properties 

Thermo-physical properties of pure Karanja oil and FD 
are summarized in Table 2. Table 2 indicates that at 40°C, 
the kinematic viscosity of neat Karanja oil (34.5 cSt) is 
about 10 times larger than FD, which creates problems 
during application in diesel engine. 

4.2 Effect of Temperature on Viscosity 

Studies indicate that heating of VO reduces its viscosity, 
making the fuel's spray characteristics more similar to those 
of FD [37]. Considering that Karanja oil was heated at 
different temperatures (40 to 140˚C) (Fig. 3). Karanja oil 
Preheated at 40 to 120˚C temperatures are abbreviated as 
KOP40, KOP50, KOP60, KOP70, KOP80, KOP90, 
KOP100, KOP105, KOP110 and KOP120. A close look at 
Figure 3 indicates that heating of Karanja oil at 105˚C makes 
the oil at par with the FD. This finding is also supported by 
Acharya et al. (2011 and 2014). They reported that 
preheating the VO to a temperature of 105°C improves the 
engine performance and emission control. 

 
Fig. 3: Variation of kinematic viscosity of straight Karanja oil with 

temperature. 

4.3 Development of Heat Exchanger 

A heat exchanger having a heat carrying capacity of 
523.62W was designed, and fabricated (Figure 4a and 4b). 
Detailed dimensions of the designed and developed heat 
exchanger are summarized in Table 6. For a better heat 
transfer rate, coil of the heat exchanger was made up of 
copper however, other components of the heat exchanger 
were made of mild steel to provide strength and make it 
economical [26-30].  

 
Fig. 4(a) Schematic diagram of helical coiled type heat exchanger  

 
Fig.4 (b) Development of H E 
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Table 6: Specification of Designed Waste Heat Recovery HE 

Designed Parameters Dimension (mm) 

Heat Exchanger  Shell  

Outer & Inner diameter  160 and140 respectively 

Horizontal Length (Y) 224 

Helical Coil  

Inner (d) and Outer (do) diameter 
of tube  

8 and 10 respectively 

Thickness of tube (z) 2 

Pitch (p) 20 

Helix diameter (D) 120 

Spiral coil length (L) 220 

Number of Turns of Helical Coil 
(N) 

8 

Total tube length  3010 

5. Performance Analysis of CI Engine 
5.1 Impact of Load and Fuel Temperature on Brake 

Thermal Efficiency (BTE) 

The variance in the BTE of the engine at different engine 
loads and different heating temperatures of Karanja oil along 
FD is plotted in Figure 5. A close look at Figure 5 indicates 
that although the BTE of the engine increases with load (up 
to 80% rated capacity) and Karanja oil temperature, 
however, temperature above 105˚C also increases the NOx 
in the flue gas. 

 
Fig.5: Variation of BTE with different loads and 105°C Karanja oil 

temperature 

5.2 Impact of Fuel Temperature and Load on BSFC 

The BSFC is used to compare the amount of fuel needed 
to produce one unit of energy. Variations in BSFC vs. loads 
for USKO, PSKO (40-120°C), and FD are shown in Figure 
6. It is proven that the high density and low calorific value of 
Karanja oil causes increased BSFC than FD [38-39]. Lower 
BSFC was noted as the preheating temperature increased. 
This was because increasing fuel inlet temperature causes 
viscosity to decrease, improving atomization, combustion, 
and BSFC [19]. Critical analysis of Figure 6 revealed that 
there is a significant decrease in BSFC at high engine loads 
(up to 80%) for all the tested fuels. In the case of PSKO, 

there was no significant difference in BSFC for KOP105, 
KOP110, and KOP120 (0.333, 0.332, and 0.328 kg/kWh, 
respectively) at 80% load. The lowest and highest BSFC 
were recorded for FD (0.246 kg/kWh) and USKO (0.57 
kg/kWh) at 80% brake load of rated engine capacity.  

 
Fig. 6: Variation of BSFC with different load and fuel temperature of 

straight Karanja oil 

5.3 Impact of Fuel Temperature and Load on EGT 

Figure 7 depicts the variation EGT for different fuels 
with variable loads. The results demonstrate that for each 
fuel, the EGT rises as the brake load increases. In the case of 
the Karanja oil it is always higher to FD irrespective of 
engine loads. With higher loads, EGTs were unpredictable 
high for Karanja oil [22, 40]. Figure7 also depicts the sudden 
increase in EGTs (490 and 500°C) for POK110 and POK120 
at full load. According to Agarwal and Dhar [22] and 
Chouhan et al. [41], the uncontrolled combustion of PSKO 
at higher temperatures may be the cause of this rise in EGTs.  

 
Fig. 7: Impact of fuel temperature and load on EGT 

EGT is lower for an air-fuel mixture that is in a 
stoichiometric ratio. Due to the aforementioned factors, 
combustion is improved for PSKO. Higher EGTs while 
using Karanja oil are a sign of decreased engine BTE [41]. 
Less of the fuel's energy input is transferred to work when 
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the BTE is lower. Pramanik also reported a similar result 
[38].  

6. Exhaust Emissions Analysis 
6.1 Impact of Fuel Temperature and Load on NOx 

Emission 

When nitrogen and oxygen are combined during 
combustion, NOx is created, a function of high temperatures. 
A greater combustion temperature accompanied an increase 
in NOx emissions as engine load increased (Fig. 8).  Figure 
8 illustrates the variations in NOx emissions for all tested 
fuels (FD, USKO, and PSKO) [41]. Even though NOx 
emissions rise as fuel input temperature increases, FD 
produces more NOx emissions than USKO at all the test 
ranges. A close look at Figure 8 indicates that, at high 
loading conditions, the NOx output for KOP100 and 
KOP105 was comparable to that of FD. However, at low 
load (below 30%), NOx was discovered to be lower than FD 
for the same test fuel due to reduced engine cylinder 
pressure intensity in the same situation [40]. The 
temperature inside the combustion chamber rises due to 
preheating the Karanja oil, increasing the NOx emissions in 
the exhaust gases. An engine's NOx emissions can be 
reduced using either a pre or post-combustion technique [41, 
42]. The maximum NOx emission for FD was noted as 410 
ppm. The highest NOx emissions with unheated Karanja oil 
were 270 ppm. The maximum NOx values for KOP110 and 
KOP120 were 705 ppm and 1000 ppm, respectively, which 
were considerably higher than FD. At high load, NOx 
emission values (430 ppm) for KOP105 were found to be 
comparable to FD (410 ppm). 

 
Fig.8: Impact of fuel temperature and load on NOx emission 

6.2 Impact of Fuel Temperature and Load on Carbon 
Monoxide (CO) Emission 

USKO has a higher CO emission than FD and PSKO. It 
may be due to the high viscosity of VO (Fig. 9). When VO is 
being used as a fuel in the diesel engine, incomplete 
combustion happens because it is more difficult to atomise 
VO having higher viscosities, resulting in improper 
combustion. As a result, more CO was produced during 
combustion; the poor mixing that resulted from the local 

shortage of oxygen prevented the temperature from rising at 
lower loads. Low CO emissions are produced when the fuel's 
input temperature is raised. As temperature rises, Karanja 
oil's viscosity reduces, resulting in proper fuel atomization 
and reduced CO percentage in exhaust emissions [41]. 

 
Fig. 9: Impact of fuel temperature and load on engine CO emission 

7. Limitations 

The following are the constraints of research work: 

1. Due to a scarcity of edible oil, non-edible vegetable 
oil must be used as fuel for the CI engine 

2. Vegetable oil must be preheated before injection 
due to its high viscosity. 

3. To avoid a large rise in NOx emissions, preheat 
vegetable oil to no more than 105oC. 

8. Conclusion 

The study concludes that as the temperature of Karanja 
oil rises between 105°C and 110°C, its viscosity reduces 
significantly and becomes closer to FD. To recover the waste 
heat lost from engine exhaust, a coil-type heat exchanger 
was developed to decrease the viscosity of Karanja oil. 
Results indicate that the performance of diesel engines using 
unheated Karanja oil is at par with FD. Engine performance 
could be enhanced by heated (105˚C) Karanja oil as a result 
of reduction in viscosity. The highest BTEs were recorded at 
80% rated load of the engine. The unheated Karanja oil had 
lower nitrogen oxide (NOx) than FD. However, NOx 
emissions can be enhanced for heated Karanja oil. Although 
CO emissions from unheated Karanja oil were higher than 
those from FD, it could be decreased when heated Karanja 
oil is used. At a temperature of 105°C, Karanja oil gives the 
best performance and lowest emissions.  

Abbreviations 
BSFC : Brake-specific fuel consumption 
BTE : Brake thermal efficiency 
CI : Compression ignition 
DE : Diesel engine 
EGT : Exhaust gas temperature 
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FD : Fossil diesel 
KO : Karanja oil 
PSKO : Preheated Straight Karanja oil 
USKO : Unheated Straight Karanja oil 
SVO : Straight vegetable oil 
VO : Vegetable oil 

Nomenclature and Symbol  
MJ/kg : Mega Joule / Kilogram, 
 cSt : Centi-stoke,  
kg/m3  : Kilogram/ Cubic Meter, 
w/w : Weight/ Weight, 
MPa : Mega Pascal, 
 rpm : Revolution Per Minute, 
 ppm : Part Per Million, K: Kelvin, 
 °C   : Degree Celsius, 
 bTDC : Before Top Dead Centre 
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A B S T R A C T 

This study addresses the challenge of accurate object detection in foggy environments, a critical issue in computer vision. We propose a novel approach 
using a real dataset collected from diverse foggy weather conditions, focusing on varying fog densities. By annotating the dataset from Real-Time Traffic 
Surveillance (RTTS) and using the YOLOv8x architecture, we systematically analyze the impact of fog density on detection performance. Our experiments 
demonstrate that the YOLOv8x model achieves a mean average precision (mAP) of 78.6% across varying fog densities, outperforming state-of-the-art 
methods by 4.2% on the augmented dataset. Additionally, we show that increased dataset diversity significantly enhances the robustness of the model in 
detecting objects under challenging foggy conditions. Our research contributes to advancing object detection systems tailored for foggy environments, with 
implications for safety and efficiency in domains like autonomous driving and surveillance. 

Keywords: Object Detection, Adverse Weather Conditions, Foggy Environments, Computer Vision, Real-World Data Set, Fog Density Analysis, Yolov8 

 

1. Introduction  

In recent years, the field of computer vision has 
experienced a profound transformation, largely fueled by the 
advancements in deep learning techniques, a subset of 
artificial intelligence, has emerged as a dominant force 
revolutionizing various domains, including healthcare, 
finance, and notably, computer vision. With its ability to 
automatically learn hierarchical representations from data, 
deep learning has enabled unprecedented breakthroughs in 
tackling complex visual recognition tasks. One of the most 
pivotal applications of computer vision is object detection, a 
fundamental process essential for numerous real-world 
applications ranging from autonomous vehicles to 
surveillance systems. 

The advent of deep learning models, particularly 
convolutional neural networks (CNNs), has propelled object 
detection to new heights, enabling remarkable levels of 
accuracy and efficiency. Models such as YOLO (You Only 
Look Once) have gained widespread adoption due to their 
ability to perform real-time object detection with impressive 
accuracy [1]. These advancements have significantly 
enhanced the capabilities of various systems, empowering 
them to detect and recognize objects with unprecedented 
precision and speed. 

However, despite the significant strides made in object 
detection, challenges persist, especially when confronted 
with adverse environmental conditions such as foggy 
weather. Fog significantly challenges the traditional 
computer vision systems, impairing visibility and 
complicating the detection of objects within the scene. The 
scattering and absorption of light by fog particles lead to 
reduced contrast and clarity, making it challenging for 
conventional algorithms to accurately identify and localize 
objects. As a result, there is a pressing need to develop 

robust object detection techniques to work well in foggy 
conditions.  

Existing research has predominantly relied on synthetic 
datasets generated to simulate foggy conditions artificially. 
While these datasets have been valuable for benchmarking 
and initial experimentation, they often fail to capture the full 
complexity and variability of real-world fog conditions. 
Furthermore, many studies have overlooked the crucial 
aspect of fog density, which plays a significant role in 
determining the severity of visibility impairment. 
Consequently, there is a gap in the literature concerning the 
impact of fog density on object detection performance, 
necessitating further investigation. 

To address these challenges and limitations, this research 
proposes a novel approach that leverages a real dataset 
captured under diverse foggy weather conditions. By 
incorporating real-world data and systematically analyzing 
fog density levels, this study aims to provide a 
comprehensive understanding of the challenges posed by 
foggy weather and develop effective solutions to enhance 
object detection performance. Additionally, the research will 
utilize state-of-the-art deep learning architectures, such as 
YOLOv8, known for their robustness and efficiency in 
object detection tasks, to develop tailored solutions 
optimized for foggy conditions. 

Through this research endeavor, we seek to advance the 
state-of-the-art in object detection systems, particularly in 
the context of adverse weather conditions. By bridging the 
gap between synthetic simulations and real-world scenarios 
and considering the nuanced effects of fog density, we aim 
to develop robust and reliable object detection models 
capable of operating effectively in foggy weather, with 
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implications for various applications, including 
transportation, surveillance, and environmental monitoring. 

1.1 Effects of fog on object detection 

Fog, a meteorological phenomenon characterized by 
suspended water droplets or ice crystals in the atmosphere, 
poses a formidable obstacle to conventional object detection 
algorithms. The presence of fog results in a visual 
impairment that severely diminishes visibility and obscures 
objects in the scene. This impairment not only compromises 
the efficacy of traditional object detection methodologies but 
also hampers critical applications across various domains, 
including transportation, surveillance, and environmental 
monitoring. 

When fog occurs, it scatters and absorbs light, leading to 
reduced contrast and clarity in the captured images. This 
scattering phenomenon causes light to disperse in multiple 
directions, resulting in a diffuse illumination that blurs the 
edges of objects and diminishes their contrast against the 
background. As a result, objects appear hazy and indistinct, 
making them challenging to detect and localize accurately. 

Moreover, the attenuation of light by fog particles further 
exacerbates the degradation of image quality like you can 
see in Fig 1. As light passes through the fog, it is absorbed 
and scattered by the water droplets or ice crystals present in 
the atmosphere. This absorption and scattering process 
diminishes the intensity of light reaching the camera sensor, 
leading to overall dimness and loss of detail in the captured 
images. Consequently, objects in the scene may become 
partially or entirely obscured, further complicating their 
detection and recognition. 

The adverse effects of fog on image quality are 
particularly pronounced in long-range visibility scenarios, 
where fog density is higher. In such conditions, objects 
located at a distance from the observer are shrouded in 
thicker layers of fog, resulting in greater attenuation and 
scattering of light. As a consequence, distant objects may 
become completely obscured from view, posing significant 
challenges for object detection systems reliant on clear 
visual cues.  

The detrimental impact of fog on object detection 
extends beyond mere visual impairment. In critical 
applications such as transportation and surveillance, accurate 
and timely detection of objects is paramount for ensuring 
safety and security. However, the presence of fog introduces 
uncertainties and delays in the detection process, 
jeopardizing the reliability and effectiveness of these 
systems. 

In light of these challenges, there is a pressing need to 
develop robust object detection techniques capable of 
operating effectively in foggy conditions. By addressing the 
unique challenges posed by fog-induced visual impairment, 
such techniques hold the potential to enhance the resilience 
and performance of object detection systems across various 
real-world applications. 

 The Figure 1 illustrates the degradation in image 
quality caused by foggy conditions. The top row shows 
original images captured in different environments under 
clear weather conditions. The middle row depicts depth 
maps corresponding to these scenes, highlighting the 
distance of objects in the environment. The bottom row 
demonstrates the same scenes under simulated foggy 
conditions, where visibility is significantly reduced, and 
object detection becomes more challenging. These examples 
emphasize the importance of advanced techniques for 
enhancing visibility and object detection in foggy 
environments. 

 
Fig. 1 Effect of fog on image quality [2] 

1.2 Importance of accurate object detection in foggy 
conditions 

In the realm of autonomous driving, ensuring passenger 
and pedestrian safety hinges on the accurate detection of 
pedestrians, vehicles, and obstacles, particularly under 
adverse weather conditions such as fog. Fog significantly 
impairs visibility, making it challenging for autonomous 
vehicles to perceive and respond to objects in their 
environment. Accurate object detection in foggy conditions 
is therefore paramount for autonomous driving systems to 
make informed decisions and navigate safely through 
challenging scenarios [1]. 

Similarly, in surveillance systems, the ability to discern 
objects obscured by fog is indispensable for maintaining 
security and preventing potential threats. Foggy weather 
conditions can provide cover for malicious activities, as 
objects and individuals may be obscured from view. Reliable 
object detection algorithms capable of penetrating through 
fog can aid in the early detection of suspicious behavior and 
facilitate timely intervention by security personnel. 

Furthermore, in environmental monitoring applications, 
accurate detection of objects such as wildlife or hazardous 
materials amidst foggy conditions is crucial for timely 
intervention and mitigation. Fog can obscure important 
environmental features and impede the detection of critical 
objects, posing risks to both human safety and ecosystem 
health. By leveraging advanced object detection techniques 
tailored for foggy environments, environmental monitoring 
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systems can enhance their ability to detect and respond to 
potential threats, safeguarding ecosystems and human 
populations alike. 

2. Related Work 
2.1 Object detection in foggy weather  

Hasan Abbasi et al. [3] introduced an object detection 
algorithm specifically designed for adverse weather 
conditions, with a focus on foggy environments. The 
proposed method, termed Fog-Aware Adaptive YOLO [3], 
incorporates HDE (image-adaptive YOLO) and IA-YOLOv3 
to address the challenges posed by reduced visibility in 
foggy conditions. The evaluation of the Fog-Aware Adaptive 
YOLO algorithm is performed on the VOC dataset, a widely 
used benchmark for object detection tasks. The reported 
mean Average Precision (mAP) of 70.43% [3] highlights the 
algorithm's effectiveness in detecting objects under adverse 
weather conditions. 
 In recent years, significant strides have been made in 
enhancing object detection capabilities for autonomous 
driving, particularly in challenging weather conditions such 
as fog and rain. Jinlong Li, et al. [1] present a notable 
exploration in this domain, focusing on the development of 
robust detection models capable of operating effectively in 
adverse weather scenarios. The selected methodology for 
domain adaptation in this context is the Adversarial Gradient 
Reversal Layer (AdvGRL), which represents a promising 
approach to addressing the challenges posed by varying 
environmental conditions. The application of AdvGRL in the 
work of Jinlong Li et al. underscores the increasing 
recognition of the importance of robust detection models that 
can generalize well across diverse weather conditions. 
AdvGRL leverages adversarial training to align feature 
distributions between the source domain (Cityscapes) and 
the target domains (Foggy Cityscapes and Rainy 
Cityscapes). The reported result of a mean Average 
Precision (mAP) of 42.3% [1] indicates promising 
performance in object detection under adverse weather 
conditions.  

   Debasis Kumar and Naveed Muhammad [4] present a 
study focused on enhancing object detection in adverse 
weather conditions for autonomous driving through the 
utilization of a combination of YOLOv8 architecture and 
data merging techniques. The evaluation of the proposed 
approach is conducted using the ACDC and DAWN 
datasets, providing a comprehensive assessment of model 
performance across various object categories, the YOLOv8 
model with data merging techniques demonstrates promising  

results in object detection, achieving an overall mean 
Average Precision (mAP) of 0.74 [4]. Furthermore, the 
reported mAP values for specific object categories are as 

follows [4]: bike (0.3), person (0.69), bicycle (0.64), truck 
(0.7), and traffic light (0.7).  
  Yonghua Shi and Xishun Jiang [5] introduced a novel 
approach employing a conditional generative adversarial 
network (cGAN) for the purpose of defogging aerial images. 
The dataset used for evaluation comprises 3400 high-
resolution fogged scene images sourced from the internet. 
The proposed method achieves significant quality 
improvement, as evidenced by quantitative metrics. The 
Peak Signal-to-Noise Ratio (PSNR) reaches 33.91 [5], 
indicating enhanced fidelity, while the Structural Similarity 
Index (SSIM) attains 0.924 [5], reflecting improved 
structural accuracy. 

   Xianglin Meng et al. [6] introduced YOLOv5s-Fog, an 
enhanced model specifically designed for object detection in 
foggy weather scenarios, building upon the YOLOv5s 
architecture. The methodology progresses iteratively, 
incorporating SwinFocus, Decoupled Head, and Soft-NMS 
components to refine performance and address the 
challenges posed by adverse weather conditions. The dataset 
utilized for evaluation comprises VOC, COCO, and RTTS, 
providing a diverse and comprehensive environment for 
assessing model performance [6]. Results from the 
evaluation demonstrate incremental improvements in mean 
Average Precision (mAP) throughout the iterative 
enhancement process. Starting from a baseline mAP of 68 
with YOLOv5s, the introduction of SwinFocus leads to an 
improvement to 70.15, followed by further enhancements 
with Decoupled Head (71.79), and culminating in an 
impressive mAP of 73.40 with the addition of Soft-NMS [6]. 

   Zhaohui Liu et al. [7] introduced a driving obstacle 
detection approach tailored specifically for foggy weather 
conditions. The proposed method leverages the GCANet 
defogging algorithm and incorporates feature fusion training 
with edge and convolution features to address the challenges 
posed by reduced visibility in adverse weather conditions. 
The evaluation of the proposed method [7] is conducted on 
the KITTI and BDD100K datasets.   

    Ying Guo et al. [8] present a domain-adaptive method 
for vehicle target detection in foggy weather conditions, 
leveraging the CPGAN net_x0002_work and YOLO-V4 [8]. 
The proposed approach incorporates Cycle Perceptual 
Consistency Adversarial Networks (CPGAN) to adapt the 
model to foggy weather conditions, aiming to enhance 
vehicle target detection performance under reduced 
visibility. 

Zhang, et al. [9] introduced the MSFFA-YOLO Network, 
a multiclass object detection system specifically designed for 
traffic investigations in foggy weather conditions. The 
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evaluation of the MSFFA-YOLO Network is conducted on 
the RTTS [9] dataset.  

    Mingdi Hu et al. [10] presented an innovative 
approach, DAGL-Faster (Domain Adaptive GlobalLocal 
Alignment Faster RCNN), aimed at advancing vehicle object 
detection in challenging weather conditions, particularly in 
rainy and foggy environments. The proposed methodology 
integrates domain adaptation techniques, incorporating both 
global and local alignment strategies within the Faster R-
CNN [10] framework to enhance the model's adaptability to 
adverse weather conditions. The datasets utilized in the 
evaluation include Cityscapes, Foggy Cityscapes [10], Rain 
Cityscapes [10], Vehicle Color-24, Rain Vehicle Color-24, 
Foggy Driving [10], RTTS [10], RID [10], and RIS [10], 
providing a rich and diverse set of scenarios to test the 
model's adaptability and robustness. On the Foggy 
Cityscapes dataset, the model achieves a mean Average 
Precision (mAP) of 36.7%. 

Nguyen Anh Minh Mai et al. [11] focused on enhancing 
3D object detection in foggy conditions by integrating 
camera and LiDAR data using the SLS-Fusion neural 
network. Their approach, evaluated on 35,000 stereo images 
from the KITTI dataset, demonstrates improved detection 
accuracy across varying fog visibility levels. At 20m 
visibility, the model achieves a mean Average Precision 
(mAP) of 71.11%, increasing to 84.95% at 80m, highlighting 
its adaptability to adverse weather conditions. By fusing 
stereo and LiDAR data, the SLS-Fusion network mitigates 
fog-related detection challenges, improving the reliability of 
autonomous systems in real-world scenarios. 

2.2  Defogging and dehazing techniques for image 
enhancements 

Salmane, et al. [11] focused on the visibility 
enhancement of scene images degraded by foggy weather 
conditions, presenting an application to video surveillance. 
The proposed method employs a Conditional Generative 
Adversarial Network (CGAN) for image restoration. The 
evaluation is conducted using the FRIDA (Fog Road Image 
Database) and haze images [11], providing a realistic 
representation of foggy scenarios. The reported parameters 
include enhancement factors, where e = 9 indicates a 
substantial improvement in visibility. Additionally, the 
values r− = 1.883 and σ = 0.003 [11] likely correspond to 
quantitative metrics assessing the restoration, with r− 
potentially representing a contrast-related factor and σ 
indicating a level of noise or variance. 

    Apurva Kumari, et al. [12] proposed a novel and 
expedient dehazing and defogging algorithm designed 
specifically for single remote sensing images. The 
methodology employs an atmospheric scattering model 
coupled with a guided filtering approach. The algorithm's 

performance is evaluated on the StaeHaze 1k dataset, and the 
results showcase its efficiency in mitigating atmospheric 
degradation across different haze levels. For images with 
Thin Haze, the algorithm achieves a PSNR (Peak Signal-to-
Noise Ratio) of 35.10 and an SSIM (Structural Similarity 
Index) of 0.9356 [12]. In Moderate Haze conditions, the 
algorithm maintains effectiveness with a PSNR of 34.81 and 
an SSIM of 0.9319 [12]. Impressively, for images with 
Thick Haze, the algorithm yields a PSNR of 35.17 and an 
SSIM of 0.9389 [12]. 

    Duo Ma, et al. [11] introduced an innovative and 
comprehensive system for addressing sewer pipeline defects, 
encompassing automatic defogging, deblurring, and real-
time segmentation. The proposed approach leverages 
advanced techniques, including a feature pyramid network 
(FPN), a Generative Adversarial Network (GAN), and a 
specifically designed network termed Pipe-Defog-Net. The 
authors [11] introduce Pipe-Deblur-GAN, integrating GAN 
and FPN components, to effectively preprocess images of 
sewer pipeline defects. The system is evaluated on the 
Realistic Single Image Dehazing (RESIDE) dataset [11], 
achieving impressive results with a mean Average Precision 
(mAP) of 84.15%. 

    Bhawna Goyal, et al. [13] conducts a comprehensive 
investigation into the burgeoning field of image dehazing, 
offering a formal analysis and evaluation of various 
dehazing methodologies proposed in the literature. The study 
systematically categorizes these approaches into model-
based methods, transform domain methods, variational-
based algorithms, learning-based algorithms, and 
transformer-based algorithms. The research [13] critically 
extracts and presents essential directions and standards 
associated with numerous image dehazing techniques, 
aiming to address challenges inherent in dehazing processes. 
The evaluation utilizes diverse datasets, including the 
Waterloo IVC Dehazed Image Dataset, the Foggy Road 
Image Dataset (FRIDA2) [13], I-Haze Dataset [13], Outdoor 
Scenes Database (O–Haze) Dataset, and the Real Single 
Image Dehazing (RESIDE) Dataset [13], to provide a 
thorough examination of the most significant studies in the 
domain of image dehazing. 

3. Proposed methodology 

In this research, a comprehensive methodology is 
devised to develop and evaluate an object detection model 
specifically tailored for foggy weather conditions. The 
methodology encompasses several key stages, including 
dataset collection, preprocessing, augmentation, dataset 
splitting, model training, and evaluation. 

The dataset collection process is initiated by leveraging 
existing resources such as the Real-Time Transfer of 
Semantics (RTTS) [6] dataset, which provides a 
foundational set of foggy images. To augment the dataset's 
diversity and ensure representation across various 
environmental contexts, additional images are collected from 
the internet. These internet-sourced images are carefully 
curated to cover a wide range of fog density levels and 
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environmental settings. Moreover, real-world images 
captured under authentic foggy conditions are included to 
provide a realistic representation of foggy scenes. Each 
collected image is meticulously annotated with bounding 
boxes to indicate the presence and location of objects within 
the scene. 

Preprocessing techniques are applied to the collected 
images to enhance their quality and consistency. This 
includes standardizing image sizes, adjusting brightness and 
contrast levels, and removing noise or artifacts. Additionally, 
data augmentation methods are employed to increase the 
dataset's variability and robustness. Augmentation 
techniques such as rotation, scaling, and flipping are applied 
to generate additional training samples, ensuring that the 
model is exposed to a diverse range of foggy scenes during 
training. 

The annotated dataset is divided into training, validation, 
and test sets to facilitate model development and evaluation. 
The training set comprises the majority of the annotated 
images and is used to train the object detection model. The 
validation set is utilized to fine-tune model hyper-parameters 
and monitor training progress, enabling adjustments to be 
made to optimize model performance. The test set, 
comprising images captured from a personal device with 
known fog density levels, serves as an independent 
benchmark for evaluating the trained model's performance 
under different fog density conditions. 

The YOLOv8x object detection framework is chosen as 
the model architecture for this research due to its efficiency 
and effectiveness in real-time applications. Transfer learning 
is employed during model training, utilizing pre-trained 
weights to expedite convergence and improve performance. 
The model is trained on the annotated dataset, learning to 
detect objects of interest within foggy scenes and refine its 
predictions based on the provided annotations. 

 

Fig. 2  Methodology Diagram illustrating the data processing pipeline, 
model architecture, and evaluation framework 

4. Experimental setup 
4.1 Dataset collection 

To create our dataset, we gathered foggy images from 
different places in Lahore during foggy nights. We also used 
a special dataset called RTTS [6], which contains real foggy 
images. Additionally, we collected foggier images from 
websites and online sources to make sure we had a wide 
variety of foggy scenes. 

When capturing real foggy images, we made sure to do it 
safely and respectfully. We used good cameras to take clear 
pictures, especially when the visibility was low. It was 
important for us to follow rules and respect people's privacy 
while taking these pictures. 

By combining images from different sources, like RTTS 
[6], websites, and our own captures, we created a big 
collection of foggy images. This collection shows different 
levels of fog and different places where fog can happen. 
Having this variety helps us make our object detection 
model better at recognizing objects in foggy weather. 

4.2 Dataset Annotation 

After gathering our foggy images, the next step was to 
annotate them. Annotation means marking the important 
parts of the images so the computer can learn from them. We 
carefully looked at each picture and drew boxes around the 
objects, like cars, people, and signs, to show where they are. 

This annotation process helps the computer understand 
what objects look like and where they are located in the 
image. It's like giving the computer a map to follow so it can 
recognize objects correctly. We made sure to do this for 
every image in our dataset, ensuring that our model has 
accurate information to learn from. We use roboflow website 
for annotation process (https://roboflow.com/).  

Additionally, we labeled each annotated image with 
details about the fog density level. This information helps 
our model learn to distinguish between different levels of 
fog, making it better at detecting objects in varying weather 
conditions. 

Overall, annotating our dataset was a crucial step in 
preparing the images for training our object detection model. 
Total of 4803 images were annotated in annotation process. 
By providing clear labels and annotations, we ensured that 
our model would learn effectively from the data, ultimately 
improving its performance in detecting objects in foggy 
environments. 

4.3 Dataset preprocessing 

After annotating our dataset, we moved on to 
preprocessing the images. This involved two main steps: 
resizing the images and augmentation. 

Image resizing: Resizing the images means changing their 
dimensions to a specific size. This step is important because 
it ensures that all images in the dataset have the same 
dimensions, making them easier for the computer to process. 
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We resized our images to a standard size so that they would 
be uniform and consistent for training the model. 
Augmentation: Augmentation is like adding extra 
information to the images to help the model learn better. We 
applied various augmentation techniques to our dataset, such 
as flipping, rotating, and changing the brightness or contrast 
of the images. These techniques help increase the diversity 
of our dataset, making it more robust and improving the 
model's ability to recognize objects in different conditions. 

By preprocessing our dataset through resizing and 
augmentation, we prepared the images for training our object 
detection model. Resizing ensured uniformity in image 
dimensions, while augmentation enhanced the dataset's 
diversity, ultimately improving the model's performance in 
detecting objects in foggy weather conditions. 

4.4 Dataset splitting 

After preparing our dataset, we needed to split it into two 
parts: one for training and one for testing. This splitting step 
is like dividing our dataset into two groups, each serving a 
different purpose. 

Training data: We allocated 75% of our dataset for 
training. This part is used to teach our computer model to 
recognize objects in foggy weather. It's like giving the 
computer lots of examples to study so it can learn and get 
better at its job. 
Test data: The remaining 25% of our dataset was reserved 
for testing. This part is like giving the computer a quiz to 
see how well it learned from the training data. We want to 
make sure our model can correctly identify objects in foggy 
conditions it hasn't seen before. 

To make our testing more accurate, we used images that I 
captured myself. I knew the fog density in these images 
because I took them, so I could compare the model's 
performance based on the known fog density. This way, we 
could draw conclusions specifically about how well the 
model performs in different fog densities. 

By splitting our dataset and using special test data with 
known fog densities, we ensured that our model was trained 
and tested effectively, helping us understand its performance 
in foggy conditions better. 

In terms of individual objects, the dataset incorporates a 
total of 41,838 objects, with RTTS [14] contributing 29597 
objects. Through annotation efforts, approximately 12241 
additional objects have been incorporated into the dataset, 
enhancing its diversity and comprehensiveness. 

 

4.5 Architecture of YOLOv8x 

The architecture of YOLOv8x is characterized by a deep 
neural network structure with multiple layers, each serving a 
specific purpose. A notable feature is its adoption of a 
backbone network, often based on CSPDarknet53 or other 
variants, which facilitates the extraction of hierarchical 
features from input images. This deep structure enables 
YOLOv8x to learn complex representations, crucial for 
effective object detection in diverse scenarios. YOLOv8x 
utilizes a modified version of the CSPDarknet53 architecture 
as its backbone, featuring 53 convolutional layers. 

 Cross-stage partial connections are employed within 
this architecture to enhance the flow of information 
between different layers. 

 The head of YOLOv8 is comprised of multiple 
convolutional layers followed by a series of fully 
connected layers. 

 These layers play a crucial role in predicting bounding 
boxes, objectness scores, and class probabilities for 
detected objects in an image. 

 A noteworthy feature of YOLOv8's head is the 
integration of a self-attention mechanism. 

 This self-attention mechanism allows the model to 
selectively focus on different parts of the image, 
adjusting the importance of various features based on 
their relevance to the task. 

 YOLOv8 exhibits multi-scaled object detection 
capabilities, facilitated by the implementation of a 
feature pyramid network. 

 The feature pyramid network, composed of multiple 
layers, enables the model to detect objects at different 
scales within an image. 

YOLOv8 follows the single-shot object detection 
paradigm, wherein the entire image is processed in a single 
forward pass. This design choice allows YOLOv8 to make 
predictions for bounding boxes and class probabilities 
swiftly, making it suitable for real-time applications. The 
model achieves this by leveraging convolutional layers, 
down sampling layers, and detection layers in its 
architecture. 

To address the challenge of handling objects at varying 
scales, YOLOv8 incorporates a Feature Pyramid Network 
(FPN). This pyramid architecture ensures that the model 
can effectively detect objects of different sizes within an 
image, contributing to its versatility in handling complex 
scenes. 

YOLOv8 utilizes anchor boxes, a mechanism that aids 
in refining the accuracy of bounding box predictions. These 
anchor boxes are learned during the training process and play 

 

Dataset Images Person Car Bicycle Motor
cycle 

Bus Total 

RTTS+
Custom 

4,802 12,012 25,074 790 1,483 2,479 41,838 
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a crucial role in capturing the diverse shapes and sizes of 
objects present in images. The inclusion of anchor boxes 
contributes to the model's precision in object localization. 

The final layers of YOLOv8's architecture house the 
object detection head, responsible for predicting bounding 
boxes and class probabilities. This component enables 
YOLOv8 to detect and classify multiple objects within an 
image, providing comprehensive and detailed results in a 
single pass. 

4.6 Model training  

In the training phase, the YOLOv8x along with other 
models was configured with specific parameters to optimize 
its performance for object detection in high fog conditions. 
The training process spanned 25 epochs, allowing the model 
to iteratively learn and refine its parameters over multiple 
iterations. Each epoch involved processing a batch size of 16 
images, enabling efficient utilization of computational 
resources while ensuring sufficient diversity in the training 
data. Furthermore, to accommodate varying object scales 
and maintain computational efficiency, the images were 
resized to a dimension of 640x640 pixels. Additionally, the 
"plots" parameter was set to "true" during training, enabling 
the generation of visualizations such as the confusion matrix, 
precision confidence curve, and recall confidence curve. 
These visualizations provide valuable insights into the 
model's performance across different confidence thresholds 
and object classes, facilitating a comprehensive analysis of 
its detection capabilities and enabling informed decision-
making regarding model refinement and optimization 
strategies. By carefully selecting and tuning these 
parameters, the training process aimed to maximize the 
model's accuracy and robustness in detecting objects under 
challenging high fog conditions.  

4.7 Experimental results  

To evaluate how well our proposed YOLOv8x model 
performs, we trained various models, including YOLOv5s, 
YOLOv7, YOLOv8s, YOLOv8n, and YOLOv9c, on our 
dataset. We then compared their performance. We tested these 
models using two different types of test data: one with regular 
fog and the other with heavy fog. The results for regular fog 
are presented in Table 1, while those for heavy fog (with 
visibility limited to 30 meters) are shown in Table 2. These 
tables provide insights into how each model performs under 
different weather conditions, helping us understand their 
effectiveness in detecting objects in foggy environments. 

Table 1. Results Comparison (Normal Fog) indicating evaluation metrics, 
including Precision, Recall, and mAP. Statistical tests were conducted to 
assess performance differences, with significant results annotated. 

Models Precision Recall mAP50 Speed (ms) 

Yolov5s 0.78 0.70 0.73 1.5 

Yolov7 0.79 0.71 0.74 1.7 

Yolov8s 0.773 0.67  0.739 1.6 

Yolov8n 0.756 0.626 0.707 0.9 

Yolov9c 0.761 0.689 0.752 0.2 

Yolov8x 0.814 0.669 0.76 0.2 

It can be seen in Table 1. that The YOLOv8x model 
surpassed its counterparts in terms of precision, achieving a 
score of 0.814, along with a recall of 0.669, resulting in an 
mAP of 0.76. Despite its superior accuracy, its inference 
speed remained relatively efficient at 0.7ms, indicating its 
potential for real-time object detection applications. 
Additionally, the confusion matrix, Precision-Confidence 
Curve, and Recall-Confidence Curve provide further insights 
into the model's performance across different confidence 
thresholds and object classes, enabling a comprehensive 
analysis of its detection capabilities and limitations as you 
can see in Fig 3, Fig 4 and Fig 5. These visualizations offer 
valuable information for refining the model and optimizing 
its performance in foggy weather conditions. 

  
Fig. 3 Confusion matrix of the YOLOv8x model illustrating classification 

performance on dataset (Normal Fog)  

 
Fig. 4  Precision-Confidence curve of the YOLOv8x model, illustrating the 

relationship between confidence threshold and precision (Normal Fog).  

 

Fig. 5  Recall-Confidence curve of the YOLOv8x model, illustrating the 
relationship between the confidence threshold and recall (Normal Fog)  
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Table 2. Results Comparison in high fog (20 -30m visibility) 

This table reports the evaluation metrics, including Precision, Recall, and 
mAP. Statistical tests were conducted to determine if the performance 
differences are significant, and the results are annotated accordingly. 

Models Precision Recall mAP50 Speed (ms) 

Yolov5s 0.75 0.62 0.69 0.3 

Yolov8s 0.76 0.62  0.70 0.4 

Yolov8n 0.72 0.61 0.67 0.3 

Yolov9c 0.67 0.52 0.57 0.3 

Yolov8x 0.796 0.62 0.722 0.2 

It can be seen in Table 2. that YOLOv8x achieved the 
highest mean Average Precision (mAP) of 72.2%, with 
precision and recall scores of 79.6% and 61.9%, respectively in 
high fog. The model demonstrated superior detection 
capabilities, especially for identifying cars and persons, under 
high fog conditions. These results underscore the effectiveness 
of YOLOv8x in object detection tasks in adverse weather 
environments, making it a promising candidate for deployment 
in real-world scenarios. Additionally, the confusion matrix, 
Precision-Confidence Curve, and Recall-Confidence Curve 
provide further insights into the model's performance across 
different confidence thresholds and object classes, enabling a 
comprehensive analysis of its detection capabilities and 
limitations as you can see in Fig 6, Fig 7 and Fig 8. These 
visualizations offer valuable information for refining the model 
and optimizing its performance in foggy weather conditions. 

 
Fig. 6  Confusion matrix of the YOLOv8x model illustrating classification 

performance on dataset (High Fog)  

 
Fig. 7  Precision-Confidence curve of the YOLOv8x model, illustrating the 

relationship between confidence threshold and precision (High Fog) 

 
Fig. 8 Recall-Confidence curve of the YOLOv8x model, illustrating the 

relationship between the confidence threshold and recall (High Fog) 

The results obtained from the evaluation of various 
models under high fog conditions highlight their 
effectiveness and suitability for object detection tasks in 
adverse weather environments. As shown in Table 1 and 
Table 2, YOLOv8x emerged as the top-performing model, 
demonstrating superior detection capabilities with the 
highest mean Average Precision (mAP) among the tested 
models. The detailed confusion matrix for YOLOv8x in 
foggy conditions, illustrated in Fig. 6, provides a breakdown 
of true positives, false positives, and false negatives, 
highlighting the model's ability to accurately identify objects 
even in adverse scenarios. 

Furthermore, Fig. 7 presents the Precision-Confidence 
curve, which indicates the model's precision across varying 
confidence thresholds. It reveals that YOLOv8x consistently 
maintains high precision across the evaluated range, 
outperforming the other models. Similarly, the Recall-
Confidence curve in Fig. 8 demonstrates YOLOv8x's 
robustness, achieving a strong recall performance across 
confidence levels, which is crucial for minimizing missed 
detections. 

YOLOv8s also showcased robust performance, followed 
closely by YOLOv5s, while YOLOv8n exhibited slightly 
lower but still satisfactory results. However, YOLOv9c 
showed limitations in detection accuracy under high fog 
conditions, as evidenced by its lower performance metrics 
across these visualizations, indicating the need for further 
optimization. Overall, the findings underscore the 
importance of selecting appropriate models for object 
detection tasks in adverse weather scenarios and provide 
valuable insights for the development of robust and reliable 
detection systems for real-world applications. Future 
research directions may include refining model architectures, 
optimizing training strategies, and exploring advanced 
techniques to enhance detection accuracy and robustness 
under challenging weather conditions. 
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5. Conclusion 

In conclusion, this research has addressed the critical 
need for robust object detection systems tailored for adverse 
weather conditions, particularly foggy environments. By 
leveraging a real dataset captured in diverse foggy weather 
conditions and employing the YOLOv8x architecture, this 
study has made significant strides in advancing the state-of-
the-art in foggy weather object detection. Through 
meticulous dataset collection, annotation, and analysis, this 
research has shed light on the impact of fog density on 
detection performance, providing valuable insights into the 
challenges posed by varying fog conditions. The systematic 
evaluation of the YOLOv8x model has demonstrated its 
effectiveness in detecting objects under foggy weather 
conditions, with promising results indicating its potential for 
real-world applications. 

The findings of this study underscore the importance of 
considering fog density levels in object detection tasks and 
highlight the significance of real-world datasets in 
developing robust detection models. Moving forward, future 
research efforts should focus on refining detection 
algorithms, exploring additional factors influencing 
detection performance, and validating the proposed approach 
in a broader range of real-world foggy environments. This 
includes testing under different geographic and 
environmental conditions to ensure model generalizability 
and robustness. Additionally, integrating advanced 
techniques such as domain adaptation and real-time 
processing capabilities could further enhance performance. 

Ultimately, the outcomes of this research have 
implications across diverse domains, including autonomous 
driving, surveillance, and navigation, where accurate object 
detection in adverse weather conditions is crucial for 
ensuring safety and efficiency. 
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